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SKI PERSPEKTIV

Bakgrund

SKI staller krav pa PSA-studier och PSA-verksamhet i SKIFS 1998:1. Uppf6ljning av denna
verksamhet ingar darfor i SKI:s tillsynsverksamhet. Enligt krav i SKIFS 1998:1 skall
sakerhetsanalyserna vara grundade pa en systematisk inventering av sadana handelser,
handelseférlopp och férhallanden vilka kan leda till en radiologisk olycka.

Forskningsrapporten Vagledning for forsvar och analys av beroenden har utvecklats pa uppdrag av
Nordiska PSA-gruppen (NPSAG), med syftet att skapa en gemensam erfarenhetsbas for forsvar och
analys av beroende fel, s.k. Common Cause Failures (CCF).

SKI:s och rapportens syfte

Ordet Végledning i rapporttiteln anvands for att tydliggéra en gemensam metodologisk och av
NPSAG accepterad vagledning som baserar sig pa den allra senaste kunskapen om analys av
beroende fel och anpassade till férhallanden som anses galla for nordiska karnkraftverk. Detta
kommer att gora det majligt for tillstandshavarna att genomfara kostnadseffektiva forbattringar och
analyser.

Resultat

Rapporten Vagledning for forsvar och analys av beroenden presenterar ett gemensamt forsok,
mellan myndighet och tillstandshavare, att skapa en metodologi och erfarenhetsbas for forsvar och
analys av beronde fel.

Eventuell fortsatt verksamhet inom omradet

Erfarenheter fran tillampningen av rapportens vagledningar skall invantas, eventuella storre
andringar och tillagg i vagledningsdokumentet beslutas om vid senare tillfalle. Utveckling av
metoder och forfining av sadana pagar dock, vartefter det stalls hogre krav pa nya
analysforutsattningar och -djup.

Effekt pa SKI:s verksamhet

SKI Rapport 04:04 - Vagledning for férsvar och analys av beroenden bedéms &ven vara ett bra stéd
for myndigheterna i sin granskning av olika tillstdndshavares verksamhetsprocesser, analysmetoder
forknippade med analyser av beroende fel.

Projektinformation

SKI:s projekthandldggare: Ralph Nyman
Projektnummer: 01031
Dossié-diarienummer: 14.2-010001
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Background

The Swedish Nuclear Inspectorate (SKI) Regulatory Code SKIFS 1998:1 includes requirements
regarding the performce of probabilistic safety assessments (PSA), as well as PSA activities in
general. Therefore, the follow-up of these activities is part of the inspection tasks of SKI.
According to SKIFS 1998:1, the safety analyses shall be based on a systematic identification and
evaluation of such events, event sequences and other conditions which may lead to a radiological
accident.

The research report “Dependency Defence and Dependency Analysis Guidance™ has been
developed under a contract with the Nordic PSA Group (NPSAG), with the aim to create a common
experience base for defence and analysis of dependent failures i.e., Common Cause Failures, CCF.

The Aim of SKI and of the Report

The word Guidance in the report title is used in order to indicate a common methodological
guidance accepted by the NPSAG, based on current state of the art concerning the analysis of
dependent failures and adapted to conditions relevant for the Nordic Nuclear Power Plants. This
will make it possible for the utilities to perform cost effective improvements and analyses.

Results

The report “Dependency Defence and Dependency Analysis Guidance” presents a common attempt
by the authorites and the utilities to create a methodology and experience base for defence and
analysis of dependet failures.

Possible Continued Activities within the Area

Experiences from the application of the Guidance shall be awaited for, i.e., major changes or
extensions to the document shall be decided at a later stage. However, the development of methods
IS an on-going process which is guided by changes in analysis assumptions or increased level of
detailed of the analysis.

Effect on SKI Activities

The SKI Report 04:04 “Dependency Defence and Dependency Analysis Guidance™ is judged to be
useful in supporting the authority’s review of procedural and organizational processes at utilities,
methodology for the analysis of dependent failures.

Project Information

Project responsible at SKI: Ralph Nyman
Project number: 01031

Dossier Number: 14.2-010001
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Survey on Defence against Dependent Failures

1 Introduction

1.1  Background

Defence in depth is a basic safety precaution in a NPP, and it is realised by
redundancy and separation/diversity. It is important that redundant equipment have as
little as possible in common in order to decrease the risk for dependent failures.

It is obvious that functional dependencies, like two redundancies being dependent on
the same signal or power supply, is a bad solution in cases where high reliability and
safety is needed. There has to be a complete separation on functional level to avoid
that a single failure interrupts a function.

Spatial dependencies may also be critical, due to the potential for so called area events
like fires, flood and also the same normal environment affecting components in the
same location. Separation of redundancies in different locations or at least by distance
is therefore also an important defence against dependent failures.

Both functional and area dependencies can in a safety analysis be treated with explicit
modelling and the defences are quite obvious. A PSA model can be used to verify that
the single failure criterion is fulfilled, and also to find cases of violation in functional
separation. Identification of weaknesses in spatial separation can also be checked, e g
by special use of the PSA model.

Still, there are so called subtle interactions due to commonalities on a very low level
of detail that can decrease the efficiency of redundancies. These kinds of
dependencies are in probabilistic safety analysis treated as so called common causes
and their impact on the reliability is calculated with common cause failure analysis
methods.

The basic CCF formula for a system with 2*100% redundancy is (beta factor):

Psystem = ((1 - ﬂ) g Ptrain )2 + ﬂ 8 Ptram
Pgysiem Total system failure probability
Piain  Train failure probability

B CCF factor, indicating the share of independent failure probability that affects
both trains.

The formula shows that there are two ways to increase the system reliability
performance.

1. High reliability of individual trains, i € low Py,
2. Low dependency between the trains, i e low CCF contribution (low [3).

Many factors contribute to a high reliability, and they may also contribute to keep the
risk for common cause failures on a low level. There are in addition factors that are
targeted against CCF. The survey described below concentrated on the latter factors
of defence, but several factors effective to consider other dependencies in general are
also included.



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PRO5

1.2  Objectives

The objectives for the survey as presented in the NAFCS project programme [1] were
to provide a background to the NAFCS project based on the needs and experience
from the plant owners and from authorities:

1. Survey of plant objectives in relation to CCF defences
Survey of plant operations/events in relation to CCF
Survey of plant modifications in relation to CCF

Survey of plant organisation/rules (extension compared to project programme)

A

Survey of authority requirements, guidance and activities (extension compared
to project programme)

Important elements of the survey were also to carry out a dialog with the
organisations to engage them in the issues related to the programme and to market the
outcome and use of the project.

The survey should reach a wide spectrum of personnel from operation, design
engineering, safety committees and risk assessment groups

The final survey result considers several CCF defence areas as can be seen in the
result section.

The survey focussed on the way that the plants and authorities provide a defence
against dependent failures (standards, quality assurance system, internal guidelines
and work descriptions and practices in use) with special attention for common cause
failure defences.

The results of the survey are to be used for further processing within the project for
the following purposes:

1. Creation of a Qualitative CCF defence model

2. Discussion on potential benefit of existing defences in quantitative CCF
analysis

3. Input to a defence guidance document.

1.3  Scope of Dependency Defences Survey

The scope is (implicitly) restricted to CCF type dependencies (component failure
dependencies, pre-initiator error dependencies).

It became evident during the visits that it is difficult to completely separate common
cause failure defences from other dependency defences, e g defences with regard to
area dependencies and functional dependencies. Certain defences will be effective
against several types of dependencies.

The defences that are looked at are in principal restricted to defences that decrease the
probability for common cause failures.

Section 2 presents the survey activity, section 3 presents the results and section 4 the
conclusions of the survey.
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2 Survey Organisation

2.1

Survey Meetings

NAFCS-PRO5

The organisations listed in Table 1 are included in the survey.

Table 1: Organisations Covered by the Survey Activity.

Date and duration of visit | Meeting participants”

OKG 2001-09-18 (1 day, whole | Frithiof Schwartz, TR, Michael Landelius, TR,

group together) John Svensson, D2Q-D, Johan Melkersson,
D3D, Mats Gustafsson, D1F.

Barsebick [2001-09-19 (1 day, whole |Ingemar Ingemarsson, PSA/FoU, André

group together) Stromberg, SP (maintenance/planning), Ulf
Hansson, BTS (Control room, BOKA,
SAR/PSA)

SKI 2001-11-07 (2 hours, Ralph Nyman, Anders Hallman, Bo Liwéng,
whole group together) Kjell Olsson

STUK 2001-11-21 (2 hours, Reino Virolainen, Ilkka Niemela
whole group together)

TVO 2001-11-30 (1 day, Jari Pesonen and Risto Himanen (PSA group),
separate small meetings | Ingvald Lilja (Operation), Markku Friberg and
and summary meeting) O Luhta (Safety committee), J Tanhua

(Maintenance), Sami Jakonen (Enginering).

Forsmark |2001-12-03 (4 hours, Jan-Erik Stenmarck, Bjarne Gronqvist (cFTE)

whole group together)

Ringhals could not participate in the survey visits.

The following material was used as a basis for the discussions and was sent to the
organisations before the meetings’:

1. A questionnaire (see appendix A). The questionnaire contains questions,
statements and explanations in rather raw form. The discussions were
structured against this questionnaire).

2. A copy of the report “Defences Against Common Cause Failures.. “ [2]

3. A PowerPoint presentation of the project

4. Site specific example CCF data reports from the ICDE database.

The agenda at each meeting had the structure as presented in appendix B.

? Per Hellstrom, RELCON, was on all meetings

? A separate questionnaire, developed by Mr Tuomas Mankamo in support of a Nordic PSA project on
control rod CCF was also discussed during the meetings. The results of the control rod investigation is
reported separately.
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The length of the meetings varied between two hours and up to a full working day.
Limits on resources allocated for the survey activity mean that the survey itself is
limited. There are differences also between the number of personnel involved from
each organisation, that together with the length of the meetings, make a comparison of
information from each meeting difficult.

It has to be stressed that the survey not is an inspection or attempt to compare the
organisations with each other. The information collected during the visits are
summarised in the result section as different principles, approaches, good practices
and rules that have an impact on the dependent failure defence.

The individual meeting notes are documented separately and are not published.

3 Survey Results

3.1  Results from Regulatory Visits and Communication

Both STUK and SKI are involved in the safety work as regulators meaning that
requirements are stated in regulatory documents and the organisations form part of the
reporting of abnormal events (Licensee Event Reports) and follow-up and analysis of
these.

The regulators also have an inspection role to review that current regulatory
requirements are fulfilled.

Some aspects related to CCF defence in relation to the authorities STUK and SKI are
presented below: It has to be stressed that the visits and discussions with both SKI and
STUK were very short, and this report therefore, can not provide the full picture of
CCF defence activities.

3.1.1 STUK

A State Council Decision requires systems to be safe with good redundancy,
separation and diversity.

STUK has several Regulatory guides (Y VL series) indicating requirements related to
CCF defence. Examples are:

YVL Title Date of current version

1.0[3] [Safety criteria for design of nuclear power plants | 12 Jan 1996

1.5[4] |Reporting nuclear power plant operation to the 1 Jan 1995
Finnish Centre for radiation and Nuclear Safety

2.7[5] |Ensuring a Nuclear Power plant’s safety functions |20 May7 1996
in provision for failures

2.8[6] |Probabilistic Safety Analyses (PSA) 20 Dec 1996

It is required to have data collection and data processing systems (1.5).

It is required to have statistical trend analyses (1.5).
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One should be able to identify CCF events.
Training in CCF identification is performed.

Below is an excerpt from STUK regulatory guide YVL 1.0 (Safety criteria for design
of nuclear power plants, 12 Jan. 1996).

If inherent safety features cannot be made use of in ensuring a safety function, priority shall be given to
systems and components which do not require an off-site power supply or which, in consequence of a
loss of power supply, will settle in a state preferable from the safety point of view.

Systems which perform the most important safety functions shall be able to carry out their functions
even though an individual component in any system would fail to operate and, additionally, any
component affecting the safety function would be out of operation simultaneously due to repairs or
maintenance (redundancy principle).

Safety systems which back up each other as well as parallel parts of safety systems shall be separated
from each other so that their failure due to an external common cause failure is unlikely (separation
principle).

In ensuring the most important safety functions, systems based on diverse principles of operation shall
be used to the extent possible (diversity principle).

Detailed requirements for the application of failure criteria and the diversity principle can be found in
Guide YVL 2.7.

And excerpt from YVL 2.8 (Probabilistic safety analyses (PSA), 20 Dec. 1996)

According to the Nuclear Energy Decree, section 36, the applicant for a licence has to submit the PSA
to the Finnish Centre for Radiation and Nuclear Safety (STUK) while applying for an operating
licence. According to the Council of State Decision (395/91), second paragraph, section 6, nuclear
power plant safety and the design of its safety systems shall be substantiated by accident analyses and
probabilistic safety analyses. Analyses shall be maintained and revised if necessary, taking into
account operating experience, the results of experimental research and the advancement in calculating
methods

Activities discussed during the STUK visit as being part of the defence against CCF
are:

1. The requirement for in-house PSA analysis (since 1984). There is a practice to
send the latest PSA model to STUK twice a year.

Operating experience is collected and reported.

Use of PSA to identify design errors. This has resulted in changes.

PSA reviews. Weak design points have been identified by these reviews.
Requirement for Living PSA.

Low threshold for reporting (judgement by STUK).

Inspections.

e B N i

Replacement principles are important to identify and defend against ageing
problems. A special potential CCF event concerning TVO isolation valves led
to exchange from Bakelite gears to brass gears, and discussion about
replacement principles.
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9. Compilation of the report “Human based Common Cause Failures in Finnish
plants”. The report presents 10-15 events during the last 10-15 years. Many
events are related to distraction during work, e g due to delays.

10. The production of two recent reports (excerpts from draft versions received
during the visit) in a EU project on the Harmonisation in the field of safety of
nuclear installations, Survey of PSA from both TVO and IVO “R Virolainen,
“Major Risk Informed Plant and Procedural Changes at Loviisa 1 and 2” [7],
STUK 15/6 2000. and R Virolainen et al, “Use of Living PSA in Regulatory
Decision-Making” [8].

3.1.2 SKI:

SKI has one main document SKIFS 1998:1 [9] with requirements on nuclear power
plant safety analysis and reporting. The following is an excerpt from SKIFS 1998:1.

1 § Grundlaggande sikerhetsbestimmelser finns i 4 § forsta stycket lagen (1984:3) om kérnteknisk

verksamhet. Forebyggandet av radiologiska olyckor skall ske med hjélp av dels en till varje anldggning

anpassad grundkonstruktion i vilken skall inga flerfaldiga barridrer, dels ett till varje anldggning

anpassat djupforsvar. Djupforsvaret skall uppnés genom att

—  konstruktionen, uppforandet, driften, vervakningen och underhallet av en anldggning &r sddana att
driftstérningar och haverier férebyggs,

— det finns flerfaldiga anordningar och forberedda atgérder som skall skydda barridrerna mot
genombrott, och om ett sidant genombrott skulle ske, begrinsa konsekvenserna dérav,

— —utsldpp av radioaktiva &mnen, som &ndé kan ske till f6ljd av driftstorningar och haverier,
forhindras eller, om detta inte 4&r mdjligt, kontrolleras och begransas genom anordningar och
forberedda atgérder.

1 § requires defence in depth to be achieved by design, construction, operation,
inspection and maintenance.

SKIFS 1998:1, chapter 4 presents requirements on performing safety analysis:

Sédkerhetsanalys

1 § Analyser av forhallanden som har betydelse for sékerheten i en anlédggning skall goras innan
anldggningen uppfors och tas i drift. Analyserna skall dérefter hallas aktuella. Sékerhetsanalyserna
skall vara grundade pé en systematisk inventering av sddana héandelser, handelseférlopp och
forhallanden vilka kan leda till en radiologisk olycka.

The advice section to the above paragraph states that a safety analysis should cover,
as far as possible, scenarios and circumstances, potentially affecting the defence in
depth defence.
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For att analysera en anldggnings funktionsformaga fran sékerhetssynpunkt behdvs en god kunskap om
anldggningens konstruktion, mojliga felmekanismer och om de processer och forlopp som kan dga rum.
Till detta kommer behovet av modeller som beskriver de processer, forlopp och felmekanismer som
bor analyseras. Bade deterministiska och probabilistiska analyser bor anvindas eftersom de
kompletterar varandra och pa sa sitt ger en sa allsidig bild som mgjligt av risk och sékerhet.

En sdkerhetsanalys bor omfatta en uppséttning héndelser eller scenarier som sé langt det &r mdjligt
técker in de hdndelseforlopp och forhéllanden som kan paverka djupforsvarets funktion och ddrmed
ytterst leda till en paverkan pa omgivningen. Med utgangspunkter fran en analys av sannolikheten for
olika hindelser eller scenarier bor de indelas i olika kategorier.

R2000 (document still in development) contain explanations and guidance on how to
interpret and apply SKIFS 1998:1. R2000 draft (2001) [10] states:

“Diversifiering

Vid konstruktion, tillverkning, installation, idrifttagning, drift och underhall av
utrustning av betydelse for sdkerheten bor, utifran det sikerhetsmdssiga
behovet, rimliga dtgdrder vidtas for att minimera inforande och forhindra
uppkomst av fel med gemensam orsak (CCF).

Diversifiering bor dels utformas sa att identifierade mdéjligheter till CCF
mellan redundanta utrustningar forebyggs, dels sd att sannolikheten for
oforutsedda CCF minskas sa langt som dr rimligt och méjligt. For att uppnd
diversifiering av funktionen kan, utover sdkerhetssystemen, dven ovrig
utrustning som dr klassad som utrustning av betydelse for sdkerheten
tillgodordknas. Diversifiering bor som minimum tillimpas till och med ej
forvintade hdndelser och for sikerhetsfunktionerna reaktoravstidllning,
hérdkylning, resteffektkylning och tryckavsdkring.

Diversifiering och dess avsedda effekt pa CCF bor i sdkerhetsredovisningen
beskrivas for varje sikerhetsfunktion med dess stodfunktioner.

Reaktorskyddssystemet bor vara konstruerat sa att det for alla hdndelser till
och med osannolik hindelse finns minst tva olika sdtt att via
processparametrar detektera hdndelsen, identifiera behov och initiera
skyddsdtgdrder. Ett exempel pa detta dr att vid yttre rorbrott i
kokvattenreaktorer kan skyddsdtgdrder initieras bade via
rumsoévervakningssystemet och via ldg vattenniva i reaktortanken. De olika
sdtten att detektera en héindelse bor vara funktionellt separerade.”

This mean that diversity shall be applied as afar as reasonable possible in order to
minimise introduction of CCF (translated from Swedish).

The following activities are also seen by SKI as important contributors to a good
defence against CCF:

1. SKIrequirements on MTO activities and feedback of experience.

2. Certain inspection- and maintenance principles that are generally adopted, e g
no maintenance of two redundant subs at the same time. Tech. Spec’s. requires
that other redundancies are tested in case failure is identified for one
redundancy.

3. The requirement to perform a PSA and to consider the results (according to
SKIFS 1998:1).

4. Requirements for operational readiness verification (DKV)
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5. Requirements for two stage safety review (An internal SKI document control
the safety review)

6. Different disciplines at SKI co-operates in inspection and review activities,
leading to a high efficiency in identification of any missing dependency
barriers is achieved.

7. Requirement for SAR including single failure criteria. A group is formed for
re-assessing the SAR content.

8. Regular reporting, e g yearly and 10-year reporting (ASAR) with defined
content, and RO reported immediately and checked by SKI.

9. Inspection activities used for follow-up of plant safety issues together with
review of reporting from the plants

Some areas with potential for strengthening the CCF defence were also discussed:

1. Increase awareness about common cause failure issue and defence by
introduction of specific CCF education.

2. Improve reporting of near misses.

It is the opinion of SKI (meeting participants) that programmable systems are a
challenge with regard to CCF. This is supported by the event at Ringhals during
summer 2001 when a software update for a breaker was introduced simultaneously in
more than 40 breakers. The CCF potential was identified in the project. The test was
designed to make sure the breaker opened in case of overcurrent (more than 120%).
However, the breaker opened already at 80%, making the attached components
unavailable also during normal conditions. Normal operation was not tested. The
event show the importance of test design, and to include also normal operation in a
test.

SKI has assigned personnel responsible for this specific area, which follows the
development, and in summer 2001, one activity is the follow-up of Ringhals REPAC
project concerning change of control system from an analogue to a digital system.
One of the important aspects in this project is to consider CCF protection in the
planning.

3.2 Observations and Discussion of Regulatory involvement in CCF
defence

This limited investigation has identified the following similarities and differences:

Both SKI and STUK requires certain safety principles to be applied to assure defence
in depth and maximum reasonable CCF protection. The organisations have an
exchange of ideas and the basic CCF defence as imposed by regulations and advice
are similar.

STUK have many regulatory guides (Y VL) for different areas. The number of guides
is 70 (2001), including radiation guides. Radiation guides are in Sweden covered by
SSI (the radiation protection Institute).

Swedish requirements are less detailed than the corresponding set of STUK
requirements.

11
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It is not possible to judge the preferred approach with organisation of requirements
and way of regulation with regard to CCF.

A general observation is that key words like dependency, defence in depth,
redundancy and diversity are missing in most headings in the regulatory documents,
both Swedish and Finnish.

One question related to this fact is if CCF and dependent failure defence awareness
and thus CCF defence itself can be improved by the introduction of more clear
requirements on CCF, by changes in current guides or a separate guide with
requirements on CCF defences including reporting, routines, analysis of events, and
education.

3.3 Plant Aspects

The survey collected many aspects on defence against dependent failures and
especially common cause failures. This section summarises these aspects as a whole
without differentiating between different plants/organisations).

The following phases are important parts of the life of equipment/systems at a nuclear
power plant:

e Design

e [mplementation

e Operation

e Test and maintenance

The defence against dependencies during design, implementation and test and
maintenance is discussed below. Operation is not discussed separately. However,
failure reporting, the plant information system and feedback of experience are other
very important part of the defence and they are also discussed below.

3.3.1 Design

Redundancy is required to meet the single failure criteria and redundancy is
implemented on function and system level.

The basic protection against dependent failures in redundancies is the use of
separation, where separation is used in three principal ways:

e Functional separation
e Spatial separation

e Diversity (different design principles for different redundant systems or
functions and different software for the same purpose)

There are also other types of separation that can be used, like separation in
organisation.

The need for functional separation is quite obvious, two redundant trains dependent
on the same power bus mean that failure of the power bus will fail both trains.

Never the less, it can be difficult to prove that functional separation exists. Methods
used to do this include:
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1. Design process with requirements on dependency assessment for dependencies
within a change project and impact on current design.

2. Use of PSA(detailed modelling of build-up and functional interaction of safety
systems and support systems).

3. Use of simulator for testing

The design process itself is secured by having adequate project management
instructions where dependency evaluation is explicitly required. Using different teams
and methods to develop diverse designs can also help to secure redundancies.

Another example is to have this requirement in the standard contract template.

The design process also includes requirements on internal review and preliminary
safety review (PSG). All these are administrative barriers to identify and remove
weaknesses in the process. Finally, authorities will review the process.

Separation cost money, and especially diversity in design and spatial separation can
be resource consuming. The validation and verification cost can be substantial.
Therefore, there will in the final design be many similar components that are placed in
the same location. Separation by distance is used instead of closed compartments.

3.3.2 Implementation

Time separation by the use of stepwise implementation is a method to discover and
correct design weaknesses before they can affect redundancies. Stepwise
implementation will also help in identifying ageing effects. Full effectiveness of time
separation is achieved if the plant information system contains enough detailed
information on change time points, as well as time points for tests and maintenance
activities.

Important aspects with regard to stepwise implementation are:

e Stepwise implementation is not always possible

e How long should the step be?

e How is CCF to be detected between steps?

What are the requirements on systematic evaluation of experiences?

An effective failure reporting system and high quality in safety culture is also needed
to allow credit for time separation in dependency protection.

3.3.3 Maintenance and Testing

Time separation in maintenance and testing will lead to an increased probability to
detect potential common cause failures before they happen. This is a common
approach.

Separation of staff may decrease the probability of dependent failures, but also has a
potential to increase the independent failure rate because of less training of the staff
on each activity.

Other defences related to maintenance and testing include:

= Test of redundant trains in case one train is failed, with or without judgement
on potential CCF.
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= Checking of calibration and tool settings before use, after use, regular
intervals.
=  Work on one sub at a time

= Limited access to redundant trains, only part of redundancies. Realised e g by
use of key system. Work order for one redundancy first, then finish and go for
next work order.

= Key locking of valve positions.
= DKV (operational readiness control)

= Monitoring of equipment depending on its importance, individual component,
no follow-up or batch follow-up.

» Maintenance activities divided in four groups:
1 STF related (safety)
2 Operation (money)
3 Important but not necessary
4 Less important ( are allowed to fail)
Group 1 are repaired according to STF. Group 4 has no repair priority, the
work is done when time is available.

There are also some other practices in the use of procedures:
1. Page numbering and checking of that all pages are included in a copy.

2. Extra verification and signing of the state of manual valves that have changed
position during testing and maintenance activities.

3. Regular review of procedures e g every four year.

3.3.4 Failure Reporting
Failure reporting practices are in principal as follows:

Failure report is made and judgement is made if it is a potential dependency or not.
Judgement is verified in steps.

It is observed that a special check mark shall be made on the form only if CCF is
suspected. This mean that there will be no evidence that the judgement/decision on
CCF is made, if the check mark is missing. It is proposed to change the form either to
check mark if no CCF is suspected, or to have two choices: CCF and no CCF.

Important for reporting is to have a low treshold for reporting, where also near misses
shall be reported.

3.3.5 Plant Information system
A plant information system” is essential in the defence against dependencies.

The plant information system need to have information on all factors of importance
for plant safety on an enough level of detail to allow follow-up on failure of critical
parts of components whose failure will be critical for the component in consideration.

* The plant information system refer to all databases carrying information on the plants systems,
structures and components such as component types, history, test intervals, real test times, location of
components, work orders etc.
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Again, the focus shall be on the risk important components. Less risk important can
be given less attention, and resources can be focussed on the high contributors. This
kind of grouping can be used in maintenance, testing and plant information system.

3.3.6 Exchange of Experience

Exchange of experience in addition to failure reporting is made in many different
ways. Examples of practices in place are:

e The plants have special persons assigned as component and system
responsible.

e [t is required to produce yearly a written report on performance of components
and systems according to a separate instruction and templates.

e Internal meetings are held for exchange of experience.

e External meetings are held for exchange of experience between systems and
component responsible from different plants.

e Participation in owners group (meetings and information exchange).

e Participation in other groups meeting and work as ERFATOM, INPO and
WANO.

3.4 Most Important Contributors and Defences

Questions concerning the judgement on dominating dependency contributors and best
defences were asked during the meetings. The following answers were noted without
priority:

Table 2: Opinion on Dominating Contributors to CCF.

Money savings resulting in a slim organisation and movement from preventive to
corrective maintenance

Staff turnover (has an impact on knowledge and experience).

Ageing

Human factors- planning errors and organisational factors

Design (Changes, ageing)

Table 3: Opinion on Important Defences Against Dependencies.

Awareness (increased)

Simple solutions

Knowledge and experience

Good safety culture
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Table 3: Opinion on Important Defences Against Dependencies.

Effective feedback of experience.

Review in several steps.

Tests, use of information system

4 Conclusions

The basic mechanism to avoid failure of redundant equipment due to a common cause
is to use separation. Separation can be introduced in many ways. The most important
types of separation used are:

e Functional separation

e Spatial separation

e Design separation (diversity)

e Time separation

Functional, spatial and design separation are mainly technical defences.

Different types of time separation are administrative defences. Time separation by
stepwise introduction of new equipment, staggered testing etc. need to be combined
with efficient systems for testing, failure reporting and plant information. The plant
information system needs to have enough level of detail that common parts can be
traced. Efficient reporting is dependent on skilled and motivated personnel supported
by good procedures.

A collection of defences collected during the plant visits are presented in Table 4.
Even if defences are applied, there will always be a risk that something is overlooked.
It is not possible to create total separation in all aspects between redundant equipment.

There is also a money issue involved in CCF defence. Introduction of diverse
equipment requires extra equipment qualification with related costs. This mean that
diverse equipment will be very expensive. Same equipment introduced stepwise saves
money, but it is important with quality control and exchange of experience and take
advantage of stepwise introduction and other types of time separation. To be able to
do this it is necessary with a detailed follow-up and reporting. It has to be noted that
stepwise implementation not always is possible and also may cost extra compared to
introduction in all redundancies at the same time.

Depending on the level of detail, there might be dependencies on a level below pump
and valve, e g use of same oil for lubrication, or some small common parts. To prove
diversity may therefore also be difficult. Who is delivering the small parts used by all
suppliers/designers?

An important part of the defence is a high level of awareness about the dependency
and CCF issue. The work within the NAFCS group contributes to an increased
awareness. The plant visits indicate differences in the level of awareness of the CCF
issue. The discussions have been good and there seem to be an interest for a continued
communication in this area.
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One idea is to produce education material based on the information collected during
the plant visits and from the ICDE database, and complemented with other material.

The continued work may also involve a comparison between different actors. Such a
comparison can be seen in relation to differences in reported CCF events, reported
failures, reported availability etc. Is it possible to see any differences in the fractions
of common cause failures in different countries, plants, owners? The same question
can also be asked concerning the independent failure rates and plant availability. Is
high availability a factor that can be given credit when assessing common cause
parameters?

Table 4: Dependency Defence Factors Noted during Survey Meetings

Design

Instruction for introducing changes:

1) Proposal

2) Meeting every month (operation, safety, maintenance)
3) Indicate need for PSA analysis

4) Change/modification proposal with PSA plan.

Contract with supplier requires that CCF is considered.

Require consideration of dependence impact in contracts with suppliers

Require PSA (mainly for evaluation of functional and spatial dependencies, but also for checking of other types of
common characteristics)

Include CCF requirements in Project management model.

Validate procedures in simulator

Defence in depth in design by combination of Independent review and primary safety review (PSG)

Functional separation

Spatial separation

Diversity in design

Review system functions by using simulators to identify dependent failure risk

Single failure analysis.

Fire PSA to identify spatial separation deficiencies

Use PSA for subtle interaction checking

Choose components with high quality and lot of experience.

Requirement on dependencies, failure rates and CCF rate in purchasing. It is required to show that the
requirements are met.

Requirements on FMEA, FTA and HRA in purchasing.

Consideration of ageing in case of purchasing.

Test of new design in simulator before installation.

Several meetings to present a modification: technical meeting and plant meeting.

Equipment qualification

Use PSA for CCI analysis

Use simulator for CCI analysis
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Table 4: Dependency Defence Factors Noted during Survey Meetings

Feedback of experience

Reporting of LERs

Participation in ICDE

Participation in NAFCS

Risk follow-up activities

Meetings with different plants system responsible

Meetings with different plants component responsible

ERFATOM

System responsible

Component responsible prepares yearly report that shall take a position concerning CCF.

Procedure for work by system/component responsible.

Group SAMDOK with TVO, FKG, OKG and BKAB (before also RAB).

The group exchanges technical planning information. Meeting report is distributed.

NOG — Nuclear Owners Group

Implementation

Test after installation.

Stepwise introduction of new equipment (to achieve experience before full introduction)

Stepwise introduction of new equipment Different age of different redundancies

Operation

Have CCF on the agenda for shift meetings (other meetings)

Have as a policy to use instructions

Make sure to have page numbering of procedures and instructions

Check of page numbering of copies

Competent personnel.

Weekly (friday) meetings to inform personnel about changes (shift supervisors).

Limited access to redundancies (administrative)

Limited access to redundancies (by different keys for accessing AC and BD subs respectively.

Awareness of CCF

Safety culture

Crosslists (krysslistor) for new instructions (each operator shall acknowledge a new instruction)

Safety Committee

Recurring review of procedures every 3rd year (operation, maintenance and emergency).
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Table 4: Dependency Defence Factors Noted during Survey Meetings

Reporting

Check for possible dependency impact in case of failure

Check marking on failure reporting form to make check of dependency potential traceable.

Next step is primary review meeting + new evaluation of affected components and mitigating actions.

Reporting of instances of miscalibrated equipment

Reporting of instances of miscalibrated tools (e g calibration instruments and torque keys)

Low reporting threshold

PSA investigation for deviation from STF.

Perform root cause analysis after LER and report lessons learned.

Morning meeting with review of failure reports and check for CCF and systematic failures

Follow-up on reported CCF failure report cases

Extra monitoring of especially important components, e g control rod drives, according to a special instruction.

Trend analysis on components and systems to identify ageing effects
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Table 4: Dependency Defence Factors Noted during Survey Meetings

Test and maintenance

All maintenance activities should be recorded in the work order system.

Time separation between tests

Time separation between maintenance

One redundancy is tested while the other is kept available

One redundancy is maintained while the other is kept available

Judgement if other redundancies can be affected by test.

Judgement if other redundancies can be affected by maintenance activity

Exchange practices to make sure that a state of different ages for different redundant equipment is maintained

Different testing times (operation of diesel 1 only short time period and diesel 2 longer time, and next time shift)

Independent analysis of quality of delivered oil to diesels.

Test of redundant equipment in case of unavailable component (independent if CCF or not?)

Driftklarhetsverifiering (DKV)

Staggered testing

Staff separation in test and maintenance

Not necessarily good defence. Observe the risk for too little training if test occasions are few. The risk of too little
training has to be related to the risk of trained personnel making the same mistake in several redundant trains.

Check of calibration instrument before calibration

Check of calibration instrument after calibration

Regular calibration checking

Marking of calibrated equipment

Bicycle used for maintenance optimisation.

Motivate Maintenance intervals changes

Logging of maintenance/test interval changes in the plant information system.

Provide information on possible dependency/CCF risks on work permits. Judgement by skiftingenjor and approval
by driftledning (morgonbdn).

Several persons involved in activity, e g electrical permission: one writes and another reviews and approves.

Have an extra operator to verify the position of manual valves that have changed position during the test.

Model work (mockups).

Other

Existence and use of SKIFS 1998:1

Existence and use of applicable IAEA guidelines

Existence and use of 10CFR50, and especially appendix J concerning test and maintenance in support for
dependency protection.

CCF policy?

Guides with dependency defence principles

Education/safety culture for shift ingenieurs.

Encourage personnel to propose improvements of any kind.

Have CCF check in check lists
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Appendix A: Questionnaire and items for discussion for Plant Survey
Meetings

1 Introduction

The Questions are intended to support the discussion. Some background and example defences and
indicators are listed after the questions.

2 Questions

Describe, exemplify and/or give references to plant document.
1. Exist a CCF-problem policy, education or/and information programme. Which plant staff is
included in the programme. Describe and exemplify

2. How is system reliability demands and CCF problem expressed by the design phase of plant
modifications for example:

a. Identification
b. Minimised
c. Defences
d. Review
e. Guides
2. Example of the plant policy, for operation, test and maintenance activities, to prevent CCFs by
a. Faulty procedures
b. Human errors
c. Design errors
3. Isthere a check list or procedure to identify potential CCF from a single failure? After a potential
CCEF is detected rules of action? Is there a special records for failures, potential CCF and CCFs and

actions taken to prevent reoccurrence.

4. Basic engineering principles used in plant design and plant modification guidelines or other
recommendations used?

5. Strategy for repair of degraded safety important equipment in time pressure (STF repair criteria)
and with a thorough fault analysis not yet available?

6. How is the test mix of a system optimised within the desired safety level?

7. Which (method, tool) is used optimise safety and resources of preventive maintenance actions to
minimise downtime and costs?

8. Is there a potential in developing STF towards online maintenance? ( To optimise the amount and
more flexible planned maintenance during operation)

9. How are maintenance (conditioning) intervals for check valves decided?
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10. Action taken by a pump failure?
11. Action taken when a DG fails?
Shorter questions more yes / no
1. Is system functions reviewed to identify CCF risks ?
2. After a identified CCF or potential CCF is possible defences analysed?
3. Is the risk of possible CCF events notified on work permits?
4. Is procedures reviewed of potential CCFs
5. Original design principles and modification principles includes:
a. Diversity
b. Fail safe design
c. Separation
d. Derating
e. Simplicity
6. Is separation in time used by:
a. Construction
b. Test
c. Maintenance
7. Is separation of staff used in
a. Construction
b. Test
¢. Maintenance
8. Which is last actions in a maintenance procedure?
9. Is the maintenance equipment verified before use?
10. Is all maintenance activities recorded?
11. Is test procedures aimed to reveal any CCF in redundancy systems?
12. Is test procedures checked to not introduce CCFs?
13. Is operational access limited to any system?

14. TIs access to all redundancy systems governed by detailed procedures?
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3 Background

Difference of consequence

Single failure
Common cause failure

NAFCS-PRO5

The plants are designed for single failure “single failure criteria” to handle a single failure.

To achieve desired system reliability and single failure the design includes redundancy and diversity.

The plant reacts to single failure management/operator/maintenance have to act to handle CCF.

For single failure T-book data can be used directly in PSA. The data is a direct measurement of plant
equipment performance.

For CCF parameters for PSA is dependent on human performance to a higher degree compared to
single failure parameters.

4 Example Defense

...S.»J..._l\).....:—l

Separation
Physical
Design
Construction
Maintenance
Time
Management
Knowledge
Actions
Monitoring
Procedures
Maintenance
Test
Operation

5 Indicators

Time and means of detection can be used as an indicator of plant CCF awareness. In the ICDE database
the detection codes can be graded from god CCF response to less god

1. God response

Test during operation
Monitoring in control room
Monitoring on walkdown
Unscheduled test (second failure)
2. Acceptable response

Test in laboratory

Test during annual overhaul
Maintenance / test
Unscheduled test (first failure)
3. Badresponse

Demand event
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Time interval between first and second failure can be used as a second indicator and the operators’
identification of a failure as a potential CCF event. Immediate test of other equipment in a CFF group
is good response. If the second and further failures are detected at normal operation, tests or
maintenance with a time span giving the possibility to analyse an act after the first failure in the CCF
group, indicate as less god response to CCF events.

6 Some General Questions

What protection against dependencies is built into the design?
What protection against dependencies is used in operation?

What protection against dependencies is used in maintenance?

b=

How is experience concerning dependent failures collected, analysed and used as
feedback?

N

Has failure experience led to changes in dependent failure defence.

6. Has PSA or other types of analyses identified deficiencies in dependent failure
protection?

7. If yes, have changes been introduced?
8. Has the PSA been used to actively check for subtle interactions?
9. What IAEA guidelines, if any are used in dependent failure protection?

10. What SKI guidelines have been or are used regarding dependent failure
protection?

11. What NRC guidelines have been or are used regarding dependent failure
protection?

12. What other guidelines have been or are used regarding dependent failure
protection?

13. How is the single failure criteria applied?
14. Which lacks of defence have been identified at the plant during the years?

15. What is your opinion on the most important improvement areas with regard to
dependency defences?

16. What is your opinion on the dominating factor resulting in dependent failures?
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Appendix B: Agenda for Plant Survey Visits

Meeting opening

Presentation of meeting participants

Presentation of NAFCS work plan — Objectives, scope, tasks, time schedule

Presentation of ”Plant Survey” planning and list of questions/statements for
discussion.

Planning of day for individual discussions with plant representatives from
different departments.

Discussions in full group individually following list of questions.

Summing up the day in the whole group.
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Appendix C: Notes from STUK Visit

STUK 2001-11-21 (2 hours, Reino Virolainen, Ilkka Niemela
whole group together)

Policies

State Council Decision requires systems to be safe with good redundancy, separation
and diversity.

Requirement for in-house PSA since 1984.
Guiding Documents

Several Regulatory guides (Y VL series) indicate requirements related to CCF
defence. Examples are:

YVL Title Date of current version
1.0 Safety criteria for design of nuclear power 12 Jan 1996
plants
1.5 Reporting nuclear power plant operation to the |1 Jan 1995
Finnish Centre for radiation and Nuclear Safety
2.7 Ensuring a Nuclear Power plant’s safety 20 May7 1996
functions in provision for failures
2.8 Probabilistic Safety Analyses (PSA) 20 Dec 1996

It is required to have data collection and data processing systems (1.5).
It is required to have statistical trend analyses (1.5).

One should be able to identify CCF events.

Training in CCF identification is performed.

Routines

3-step inspection system:

A Management inspection on top level and less detailed

B Process inspection: Purpose is to inspect different work processes dependent
with each other, e g maintenance and connected processes. This level usede for
review of modernisation projects.

C Detailed inspection on function and system level. Until 2-3 years ago (1998)
this was the only inspection type. PSA is at this level.

Reporting
Operating experience is collected and reported.
PSA is used to identify design errors and has resulted in backfitting.

PSA reviews has identified weak points.




NAFCS

Nordisk Arbetsgrupp for CCF studier Work Notes to NAFCS-PR05

Practice to send the latest PSA model to STUK twice a year.
Living PSA required.

The treshold for reporting is judged as low (Virolainen). This mean that it is felt likely
that CCF events really are reported.

A report “Human based Common Cause Failures in Finnish plants” presents 10-15
events during the last 10-15 years. Many events are related to distraction during work,
e g due to delays.

Testing efficiency in identifying CCF too low.
Measures taken
Received during meeting:

Draft of reports from EU project on the Harmonisation in the field of safety of nuclear
installations, Survey of PSA from both TVO and IVO.

R Virolainen, “Major Risk Informed Plant and Procedural Changes at Loviisa 1 and
27, STUK 15/6 2000.

R Virolainen et al, “Use of Living PSA in Regulatory Decision-Making”.

Special potential CCF event: TVO isolation valves. Led to exchange from bakelite
gears to brass gears. Replacement principles are important to identify ageing
problems.
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APPENDIX D: Notes from SKI Visit

SKI 2001-11-07 (2 hours, Ralph Nyman, Anders Hallman, Bo Liwéng,
whole group together) Kjell Olsson

SKI requires certain activities, through the document SKIFS 1998:1, that contain the
basic requirements on safety assessment and reporting to SKI.

Input from SKI (R Nyman via mail):

SKIFS 98:1 talar om robusthet, om diversifiering och redundans. I R2000 talas om
CCF i samband med diversifiering.

Vissa inspektions- och underhallsprinciper finns anammade och dr allmdnt
vedertagna, tex underhdll inte tvd subbar samtidigt. STF krdver vid fel, att ovriga
redundanser testas.

Ett viktigt forsvar mot CCF dr bl.a. foljande,; Jag tycker att kravet pd
tillstandsinnehavaren att genomféra PSA och att dven beakta resultaten av PSA
(vilket framgdr av 98:1) dr ett visentligt krav vad gdller CCF. Vi pratar ju dven om
diversitet vad gdller programerbara system.

Det som styr eller stdller krav pa tillrdckliga DKV-rutiner kan ju sdgas vara krav som
skall forhindra CCF.

Ytterligare en sak dr vara krav pda granskning i tva led, ddr syftet med granskning av
t.ex en anldggningsdndring dr att undvika konstruktionsfel som bl.a. skulle kunna
orsaka en CCF. Manga av vara krav och verksamheter syftar pa ett eller annat sdtt
till att undvika CCF.

R2000 text (received working draft in Swedish dated 2001-08-22. requirements on
both single failure strength, diversity, separation and independence, dynamic effects
related to pipe breaks, external events, design with regard to corrective and
preventive maintenance, environmental durability, etc.

Diversifiering

Vid konstruktion, tillverkning, installation, idrifttagning, drift och underhall av
utrustning av betydelse for scikerheten bor, utifran det sdkerhetsmdssiga behovet,
rimliga atgdrder vidtas for att minimera inforande och forhindra uppkomst av fel med
gemensam orsak (CCF).

Diversifiering bor dels utformas sa att identifierade mdéjligheter till CCF mellan
redundanta utrustningar forebyggs, dels sd att sannolikheten for oforutsedda CCF
minskas sd langt som dr rimligt och mojligt. For att uppna diversifiering av
funktionen kan, utéver sdkerhetssystemen, dven 6vrig utrustning som dr klassad som
utrustning av betydelse for sikerheten tillgodordknas. Diversifiering bor som
minimum tilldmpas till och med ej forvintade hindelser och for
sdkerhetsfunktionerna reaktoravstdillning, hdrdkylning, resteffektkylning och
tryckavsdkring.

Diversifiering och dess avsedda effekt pa CCF bor i sdkerhetsredovisningen beskrivas
for varje sdkerhetsfunktion med dess stodfunktioner.

Reaktorskyddssystemet bor vara konstruerat sa att det for alla hdndelser till och med
osannolik hindelse finns minst tva olika sdtt att via processparametrar detektera
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héindelsen, identifiera behov och initiera skyddsatgdrder. Ett exempel pa detta dr att
vid yttre rorbrott i kokvattenreaktorer kan skyddsatgdrder initieras bdde via
rumsévervakningssystemet och via lag vattennivd i reaktortanken. De olika sditten att
detektera en héindelse bor vara funktionellt separerade.

Requirements on MTO activities and feedback of experience.

Requirement for SAR including single failure criteria. A group is formed for re-
assessing the SAR content.

Education in PSA should lead to a high degree of awareness of the important safety
issues including CCF defences.

Clear and traceable reporting to TUD.
Near misses to be reported. This is an area where improvements can be made.

Recent event at Ringhals shows the importance of the design of tests. A software
update for a breaker was introduced in more than 40 breakers. The CCF potential was
identified. The test was designed to make sure the breaker opened in case of
overcurrent (more than 120%). However, the breaker opened already at 80%, making
the attached components unavailable also during normal conditions. Lesson: Normal
operation has to be tested.

An internal SKI document control the safety review.

Inspection activities are used for follow-up of plant safety issues together with review
of reporting from the plants.

Yearly reporting and 10-year reporting (ASAR) with defined content.
RO reported immediately and checked by SKI.

Special activity at the moment is Ringhals REPAC concerning change of control
system from analog to digital system. Planning with regard to CCF protection.

Is CCF included in peer review of modifications?

Different disciplines co-operates in the inspection and in reviews. Thus, a high
efficiency in identification of any missing dependency barriers is achieved.

Reporting:

Deviations from requirements — Action plan. Review and commenting.
RO also to ERFATOM — Review by SKI.

KSU monthly reports

International reports from IAEA.

Knowledge base.

Programmable systems a new challenge!
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Appendix E: Notes from OKG Visit

OKG 2001-09-18 (1 day, whole | Frithiof Schwartz, TR, Michael Landelius, TR,
group together) John Svensson, D2Q-D, Johan Melkersson,
D3D, Mats Gustafsson, D1F.

Contract with supplier requires that CCF is considered.

Judgement if other redundancies can be affected. Test after installation.
Time separation between:

Test and preventive maintenance occurrences

Different operational times (can be achieved by introducing new equipment stepwise,
requires detailed plant information system to be in operation).

Different testing times?

1-7260 Riktlinjer for konstruktion av system innehallande programmerbar elektronik
(PE) — hjdlpinstruktion till I-0103. Excerpts concerning CCF (supplement to OKG
notes) provide a CCF definition and design defences as diversity in function,
equipment, software, software development process. Appropriate level shall be
chosen depending on the application. Then stepwise installation, e g, one sub or a
channel in a system. This gives experience of the new equipment and the CCF
contribution is kept on a limited and controlled level.

Form for failure reporting has a box for check marking if CCF is suspected.
OKG is member of the ICDE project.

10 CFR50 appendix J has guidance on CCF defences.

Q1: Driftssammantriaden has one item on the agenda about CCF.

Part of templates for purchasing in new projects. Also part of certain check lists.
Q2a. Purchasing template contain requirements on CCF assessment.

Evaluation of design with PSA (including CCF).

Stepwise installations.

Project management model include CCF requirements.

Q3. Procedures are validated in simulator.

Policy to use instructions.

Instructions have numbered pages. Checks are made that all pages are included.
Competent personnel.

Weekly (friday) meetings to inform personnel about changes (shift supervisors).
Independent analysis of quality of delivered oil to diesels.

Q4. Failures are evaluated regarding CCF. This is noted on a failure reporting form.
(PH comment: need to change form to increase probability that CCF or not CCF is
actively decided. Current form shall be check marked if CCF is suspected. Change to
checkmark if no CCF or allow the choice to be visible by having two boxes, one if
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CCF, and another if not CCF). Next step is primary review meeting + new evaluation
of affected components and mitigating actions (motatgérder).

Q5. TBE, TBM, KFM describes the basic engineering principles in plant design and
modifications.

Q6. Test of redundant equipment in case of unavailable component (independent if
CCF or not?)

Q7. Optimisation of test mix is under way.

Q10. Maintenance (conditioning) is made according to manufacturer
recommendations. Changes according to experience of equipment. Also Technical
Specifications.

Q11, Q12. No difference between actions in case of component malfunction.
Short questions (S-1)

SQ-1. System functions are reviewed to identify CCF riks (PSM-
Projektstyrningsmodell)

SQ-2. CCF defences are analysed (see SQ-1).

SQ-3. Work order has nothing about possible CCF risk during work. This is
controlled by the planning. A strict review against STF is performed.
Driftklarhetsverifiering of one system at a time.

SQ-5. CCF defence design principles applied include diversity, separation. Noted that
some other defences not are for CCF defence, but are general defences against
malfunction of an intended function, e g fail safe principle.

SQ-6. Separation in time is used in construction, test (but not strictly) and
maintenance.

SQ-7. Separation of staff is not used in design. However, internal review and
independent review (PSG) is made. SKI is also reviewing, though mainly the process.

Separation of test staff is not scheduled, but this is achieved any way (not controlled).

Separation of maintenance: Same personell, same calibration instrument, Calibration
checked before. Question if it is checked after calibration?May be it should be?

SQ-8. Last action in maintenance activity is to test if this is possible.

SQ-9. Similar as for calibration. (Question if there is a complete coverage of this type
of activities).

SQ-10. All maintenance activities should be recorded in the work order system. (how
is the effectiveness checked? Can there be activities that not are recorded?)

SQ-11. Test procedures are designed to reveal CCF in redundancy systems, ¢ g
staggered testing and check of redundant train if failure is identified. Is this complete?

SQ-12. Test procedures are designed to avoid introduction of CCFs. PSM
(projektstyrningsmodellen) The Project management model should secure this.

SQ-13. Operational access is limited to systems and redundancies (Are there any
differences between plants?)

Answers to general questions:
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G1. Separation and diversity are used as protection against dependencies in design.

G2. Testing combined with reporting system is a protection during operation together
with access control, etc, many different administrative rules.

G3. Similar as G2 for maintenance. Testing after completed maintenance, planning of
maintenance according to PSM.

G4. Collection of experience about failures (CCF) is done via the work order system,
RO, ICDE, NAFCS, Risk follow up is done, but there is no requirement. O1 is doing
risk follow up, O2 has done limited risk follow up.

GS5. Failure experience has resulted in dependent failure protection. Examples?

G6. PSA and other analysis results have identified deficiencies in dependent failure
protection (mainly functional dependencies and spatial dependencies).

G7. G6 has resulted in plant changes.

G8. The PSA has been used to actively check for subtle interactions. (PH comment. In
general, probably more can be done).

G9. many different IAEA guides are used as a basis for different types of analyses, e g
PSA.

G10. SKI guides 98:1, 2000:1 etc are used.

G11. 10CFR50, and especially appendix J concerning test and maintenance is used in
support for dependency protection.

G12. Other guides used are: Check lists, failure reporting forms, lazy dogs.
G13. The single failure criteria is applied in accordance with STF.

G14. Among defence deficiencies identified are several cases of unknown functional
dependencies. (ICDE data base to be checked for examples).

G15. The OKG participants opinion on the most important improvement area with
regard to dependency defences are related to redundant instruments, awareness
(increased), knowledge and experience, good safety culture (openness and dialogue).

G16. The OKG participants opinion on the dominating factor behind dependent
failures are money savings resulting in tight organisation and movement from
preventive to corrective maintenance (PH comment - STUK principle can be applied),
and staff turnover (has an impact on knowledge and experience).
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Appendix F: Notes from BKAB Visit

Barsebéck [2001-09-19 (1 day, whole |Ingemar Ingemarsson, PSA/FoU, André
group together) Stromberg, SP (maintenance/planning), Ulf
Hansson, BTS (Control room, BOKA,
SAR/PSA)

NOG — Nuclear Owners Group?

To easy to create CCF groups in Riskspectrum.
Need to clean up in the terms and definitions.
Ageing.

Primary safety review and independent review.

Need for better guidance on how to use (work with) deterministic and probabilistic
analyses.

Basic questions:
Q1. No CCF policy exist? May be in design.
Q2. PME (Projekt modell ?) contain a heading “effect on nearby systems”.

Q3. Procedures: Pages shall be controlled, instruction shall always be used, crosslists
(krysslistor) for new instructions (each operator shall acknowledge a new instruction),
safety culture - kontrollrumsmannaskap.

Q4. Check mark if CCF.

Q5. Engineering principles: KFB, KFM, PSG meeting, TBE, TBM etc. Many of these
are common for all NPPs and are updated in accordance with SKIFS.

Q6 Strategy for repair of imported components is guided by STF. PSA investigation
for deviation from STF.

Q7-8. Bicycle used for maintenance optimisation. Not optimised with regard to risk.
Attempts with PSA a long time ago. All NPPs have access to bicycle via TUD.

Q9. —

Q10. Maintenance intervals (conditioning) are based on initial + experience + bicycle.
STF Change has to be motivated. Contact with SKI. Change is logged in the
maintenance information system.

QI11-12. Depends on STF. Failure report, check mark if CCF.
Short questions:

QS1. System functions are reviewed to identify dependent failure risk by using
simulators, PSA analysis, single failure analysis.

QS2. Defences are analysed. After RO, root cause analysis is required and lessons
learned shall be reported.

QS3. Work permits do not contain information on possible dependency risk.
QS4.?
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QS5. Original design include several cases of diversity, e g 532/354, 312/TB, 323-
327-312, inner and outer containment isolation valves. Gas turbines and diesels. Fail
safe design - egenmediestyrda ventiler. Separation - EB1 noted that in case of area
event there is a potential problem with flooding/steam.

QS6. Separation in time used in design (similar to OKG), test diesels tested at
different time points and also gas turbines. Pumps are tested sequentially. 516
véaxelvis. Maintenance forskjutet.

QS7. Separation of staff in construction similar to OKG. Test, different persons, but
no real control/schedule. Observe the risk for too little training if test occasions are
few. The risk of too little training has to be related to the risk of trained personnel
making the same mistake in several redundant trains. Maintenance: Electrical
permission: one writes and another review and approval. Similar with Work orders.
DNV independent review.

QS8.The last action in maintenance is DKV and test.

QS9. Maintenance equipment is verified before use: e g torque key (momentdragare)
and calibration equipment. Idea: check also after use to identify if something has
happened.

QS10. Work order system shall contain all.
QSI11. Test procedures aimed at identifying CCF (those cases with staggered testing).

QS12. Test procedure has requirement that another person verifies the position of
manual valves that have changed position during the test.

QS13. Operational access limited.

QS14. Forvaxling har intrdffat. Work order has information on which unit that should
be worked on. Access card is the same for both units.

Marking important.

Some general questions:

QG1-3. Skipped.

QG4. Similar as for OKG, but no risk follow-up.

QGS. Failure experience has led to changes in dependent failure protection.

QG6-7. PSA and other analyses has identified deficiencies in dependent failure
protection and extensive changes have been introduced because of this.

QG&8. PSA not used to check for subtle interactions.

QGHI. Access to all IAEA guides. Guide for PSA used. This area is not fully covered.
QG10. SuperASAR results and SKIFS 1998:1 guides dependent failure protection.
QG11. NRC guidance in GDC 10CFR50 is a basic document.

QG12. No answer

QG13. Single failure criteria seen as well implemented. Active single failure direct
and passive after 12 hours.

QG14. Skipped.

10
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QG15. Most important improvement area with regard to dependency protection is
awareness about the problem area, good competence, use simple solutions and avoid

complex if not needed.

QG16. The dominating factor resulting in dependent failures are the human factor and
organisational factors.

11
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Appendix G: Notes from TVQO Visit

TVO 2001-11-30 (1 day, Jari Pesonen and Risto Himanen (PSA group),
separate small meetings | Ingvald Lilja (Operation), Markku Friberg and
and summary meeting) O Luhta (Safety committee), J Tanhua

(Maintenance), Sami Jakonen (Enginering).

Q7. PSA is used (Living PSA). In a number of ways, e g test interval optimisation.
QS1. Risk for CCF is not noted on work permits.

QSS5. Original design include diversity, separation.

QS6. Separation in time is used in construction and maintenance (packages).

QS7. Independent check is made of actions, € g spanningsséttning.

QS10. All maintenance activities are recorded.

QS11. If failures identified during testing judged as CCF, then redundancy is checked.
QS13. Different keys for accessing AC and BD subs respectively.

The general questions:

QG6. Fire PSA identified deficiencies in sub separation. PSA used in modernisation
for test of alternative solutions. Shutdown PSA results have led to changes that have
reduced therisk.

QG7. Changes have been introduced

QGS. The PSA has not actively been used to check subtle interactions, but in some
cases of plant changes.

QG10. STUK YVL guides are guiding dependent failure protection.

QG16. The most dominating factor resulting in dependent failures. Ageing: Can be
reduced by reporting, feedback of experience, classification etc. Human factors-
planning errors: Can be reduced by applying review in several steps.

Maintenance instructions are checked every 4 year.
Jari Pesonen and Ingvald Lilja (driftchef OL1).

Morning meeting. Review of failure reports (felanmélan), CCF check and systematic
failures.

Operation and maintenance shall detect any risk for CCF.

CCF is listed as an item in the failure report which has to be checked if CCF (similar
as in Sweden/PH). Co-ordinator shall make a follow-up on CCF cases (5-6 per year
for unit 1 and 2 together).

Also maintenance can find failures.
Meeting TVO and Forsmark 2 times per year. Other units once a year.
Exchange of experience:

Representative from operation in ERFATOM, + more.

12
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Education/safety culture for shift ingenieurs.

All are encouraged to propose improvements of any kind.
Maintenance during operation 5-6 work orders for each unit.
Maintenance activities divided in four groups

1 STF related (safety)

2 Operation

3 Important but not necessary

4 Less important ( are allowed to fail)

PSA calculation in case of disturbance.

Safety Committee (Markku Friberg and O Luhta)

Safety group with 9 members + one from tekniska hogskolan). Members are experts
(sakkunniga) in different areas, e g radiation protection.

Meetings 6-8 times per year (Forsmark every second week).
No high level CCF policy exist.
STUK guide YVL 1.0.

There are also plant meetings (once per month or more often during revision period),
that discusses similar items as the safety committee meetings.

Component responsible prepares yearly report that shall take a position concerning
CCF.

Received a copy of safety committee tasks. Noted that nothing is explicitly mentioned
about dependency defence.

Maintenance (J Tanhua)

Policy with stepwise changes.

Choose components with high quality and lot of experience.
Judgement on systematic impact (CCF).

Component responsible.

System responsible: failures, ageing, Need for modifications. (procedure for work by
system responsibles).

Classification of maintenance is made (see above).
Awareness about the risk for too much testing.

One sub is tested first with one form and the other using another form. Contact with
control room in between.

Optimisation of maintenance:
All work at one occasion (package).

Marking.

13
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Standard routines for maintenance. Model work (mockups).

Failure report example: check mark if suspected CCF, then follow-up to get a Yes/No.
Depending on the importance of the system. If yes, report.

Enginering (Sami jakonen).

Introduction of changes in one sub at a time.
Similar for components.

In case of purchase of new equipment:

Requirement on dependencies, failure rates and CCF rate. It is required to show that
the requirements are met. Also requirements on FMEA, FTA and HRA.

Diversity policy in preparation.

Extra monitoring of especially important components, e g control rod drives,
according to a special instruction.

Large modification - PSA is made.

Small modifications - no PSA.

Several meetings to present a modification: technical meeting and plant meeting.
Analysis are presented for STUK.

Received copy of requirements document that is part of purchasing. This document
include requirements on:

Dependability - Failure probability of common cause failures shall be less than xxx
(individual failure rates are also specified). Functional dependencies on systems or
equipment outside deliverers responsibility shall be assessed. addition to individual
failure rates. Requirement for PSA modelling.

PSA group (Risto Himanen and Jari Pesonen).

CCF between (active) similar components in the same system. Not monitored. No
CCEF if short latent exponeringstid or if very low probability.

Mechanical design (Henry Ronndahl, mananger for mechanical planning group)
Instruction for introducing changes:

1) Proposal

2) Meeting every month (operation, safety, maintenance)

3) Indicate need for PSA analysis

4) Change/modification proposal with PSA plan.

System for change message has a position for decision on PSA analysis.

TBE, TBM or corresponding as in Sweden.

Group SAMDOK with TVO, FKG, OKG and BKAB (before also RAB).

The group exchanges technical planning information. Meeting report is distributed.
Routin for monthly meetings.

Also function groups, valve groups etc.

14
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Monthly meeting makes judgement on reviewer. Then internal TVO review.
Ageing is considered in case of purchasing.

Components full service every 4 year. Rubber life time is 10 years.

Reserv is thrown away after 6 years.

Levels of follow-up.

1 Individual components

2 No follow-up

3 Partiuppf6ljning

Large changes are not introduced at the same time in all trains.

15
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Appendix H: Notes from Forsmark Visit

Forsmark |2001-12-03 (4 hours, Jan-Erik Stenmarck, Bjarne Gronqvist (cFTE)
whole group together)

Examples of dependency barrier practices:

15 days/operational per sub and year used for preventive maintenance work. One sub
at a time. Work perfomed according to Technical Specifications.

Design Process:
Plant specification from purchaser.
System design is based on FSAR.

Impact on existing plant is investigated and considered. Design based on TBE
(Tekniska bestimmelser for elektriska komponenter), TBM (Tekniska bestimmelser
for mekaniska komponenter) and KB (Konstruktionsbok).

Before installation, testing of new design in simulator.

Independent review is performed and preliminary safety review (PSG).
Qualifictaion of equipment.

Complete testing of new equipment.

New equipment/modification is introduced stepwise. First one sub.

It is of interest to save money by sharing costs for equipment qualification. This mean
that requirements on separation and especially diverse equipment can be expensive.
Same equipment introduced stepwise saves money, but it is important with quality
control and exchange of experience and take advantage of the stepwise introduction.
To be able to do this it is necessary with a detailed follow-up and reporting.

Certain very critical function are designed to be diverse. To prove diversity may also
be difficult. Who is delivering the small parts used by all suppliers/designers? (own
question)

Replacement approval.

Staggered testing.

PH note: Reasons to avoid CCF:

Safety: redundant equipment may fail simultaneously.
Availability: Unavailable equipment cost money and resources.
Failure itself may be more expensive than exchange before failure.
Therefore, lessons learned must be considered.

Very important with a good failure and availability reporting and follow-up. Requires
good reporting system (plant information system on the level of detail needed and
PSA model on the level of detail needed), motivated personnell, good procedures.

Trend analysis on components and systems.

PSA used for CCI analysis. Test with F1 simulator.

16
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Changes = underlag till FSAR (7-8 months delay)
Similar failure reporting as all NPPs.

Test of all other redundancies in case of failure in one redundancy. No judgement if
test is needed.

TBE used for purchase definitions.

AKF, EKF basis for design.

Staggered testing.

Transient analyses (FSAR chapter 9) part of defence against CCF.

Analysis on site with standard format. RO + disturbance report + MTO investigation
(approximately 10/year).

Calibration via individual cards.

Instruments have calibration frequency. Individuals are registered. Torque
Momentnycklar kalibrerade.

Qusetion: What happens if a miscalibrated calibration instrument is identified? Rules
for this have to be in place.

There is no CCF problem policy or specific education and information.
System reliability and CCF defence requirements during design changes:

No explicit reliability requirements in FSAR or other document. Emergency core
cooling requirement for availability of more than one train. Similar for diesels.

New projects have sometimes explicit reliability requirements, but there is no policy.
There is no explicit policy to prevent CCFs.

Identified faults are treated similar to other plant procedures, i e failure reporting,
judgement of any CCF implication etc (an improvement in the reporting form was
identified during the visit to OKG/BKAB).

System functions are reviewed using CCI testing (PSA and plant simulator).

Possible CCF impact is noted on work permits. Judgement of shift ingenjor and
approval by driftledning (morgonbdn).

Procedures are reviewed (quality review) every 3rd year (operation, maintenence and
emergency).

Different principles are in place, e g Diversity, fail safe, separation.

Separation in time is used in design, test and maintenence. This together with
effective reporting and plant information system is maybe one of the most important
defences (Pers comment).

Maintenance/calibration equipment is verified with regular intervals.

Operational access is limited by a key system where different keys are needed for
access to the different trains.

Different trains are maintained during different weeks.

All maintenance activities are recorded.
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The general questions:
Protection against dependencies is built into the design, operation and maintenance.

The reporting system has a checkmark which should be check marked if dependencies
are suspected.

Failure experience has lead to changes in defence against dependent failures
(functional, spatial and CCF type). One example is fire protected power supply.

PSA has identified deficiencies in dependency defence and changes have been
introduced.

The PSA probably has not been actively used for checking of subtle interactions
(CCF). It has been used together with simulator to check effect of CCls (thereby
covering certain functional dependencies.

Guidelines from SKI, IAEA, NRC or other, have not directly been used or are used
for dependent failure protection. Chapter 4 in FSAR makes a reference to GDC.

Single failure criteria is applied.

The FKG teams opinion on the most important improvement for dependency defence
is to have carefully designed tests.

The opinion on the dominating factor behind CCF. Design related.
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1. Introduction

Within the NAFCS framework, a quality control of the ICDE-database was performed
in year 2002 as a comparative review of data points contained in the ICDE-database
and in the MTO-database (Man — Technology — Organisation) for the Swedish
emergency diesel generators. This earlier study was reported in “Qualitative analysis
of the ICDE-database for Swedish emergency diesel generators”, NAFCS-PROS, [Ref.

1].

Insights gained during the above mentioned review were utilised as ground for the
formulation of proposals for remedial actions with the potential of minimising both
hardware and MTO-related CCF events in the Swedish emergency diesel generators.

The general defences against CCF presented in this report are based solely on the
study of the MTO-database for the Licensee Event Reports (LERs) reported by the
Swedish nuclear plants during the years 1994 — 2002. Considering the high number of
LERs contained in the database, and also those reviewed earlier during the MTO
assessment process, this study represents an exhaustive review well in line with the
analysis reported in [Ref. 1].

The study is based on the assessment of the causal categories and of the dominating
root causes contributing to MTO-related CCF events. The word event is used in the
present report to denote a LER, except where otherwise stated.

The study objectives and limitations are found in section 2.
Section 3 presents shortly the specificities of the event data studied.

Section 4 presents results of the qualitative assessment of the CCF events and their
causes.

Section 5 discusses proposals for general defences against MTO-related CCF.
Section 6 discusses general defences against hardware related CCF and further work.

Section 7 presents overall conclusions.

2. Study objectives and limitations

The original intention behind the present report was to extend the proposals relating to
the diesel generators to general defences against CCF events suitable for all
component categories contained in the ICDE-database. The intention was furthermore
to encompass both hardware and MTO-related CCF. However, such an exhaustive
exercise was outside the scope of the NAFCS project.

These limitations mostly impact the thorough treatment of hardware related CCF and
the proposals of robust defences against these.

Another limitation is that all components and systems in the MTO-database have been
considered as one population, the focus being on the assessment of the dominating
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root causes behind MTO-related CCF events, as ground for the proposal of general
defences against these.

Even with these limitations, the achievement of the objectives connected to the MTO-
related CCF events for all components categories still represents a noticeable
contribution to overall defences against CCF. This achievement also allows well-
grounded recommendations for future work within the NAFCS project.

As mentioned, the detailed review of hardware CCF events for other component
categories has not been performed. Such a comprehensive review is proposed to be
performed in a future work.

3. Event data

The ICDE-database is thoroughly described in “Data Survey and Review”, NAFCS-
PRO2, [Ref. 2].

One of the insights gained earlier during the course of the comparative assessment of
the ICDE-database and the MTO-database was that the MTO-related data points
contained in the former represented a sub-ensemble of the data points contained in the
latter. This insight underlined the applicability and credibility of using the data points
in the MTO-database as ground for the identification of the root causes behind MTO-
related CCF and the proposals of defences against them.

For informative purposes the MTO-database' is shortly presented below.

All LERs reported to the Swedish Nuclear Power Inspectorate (SKI) are since many
years reviewed from an MTO-perspective. One specific feature of the review is that
the events are also assessed from a CCF point of view.

After review the events caused by weaknesses in the interaction MTO are classified
and entered into the MTO-database. The event reports entered into this database
pertain only to events within the plant and its organisation, including contractors.

The structure of the MTO-database is built on a classification at two levels of the
event contributing factors. The first level is defined as the overall causal category
level, exemplified by “Plant management & organisation”, “Work organisation”,
“Work practice”, etc. The second level is defined as the root cause level, exemplified
for “Work organisation” by “Deficient planning”, “Staffing with deficient training/
competence”, “Deficient operability readiness control”, etc. The MTO-database

structure has 11 MTO causal categories and about 70 MTO root cause categories.

The structure of the MTO-database encompasses also the event consequences for the
involved components/systems, etc. This allows for the classification of CCF related to
MTO-deficiencies.

" The so called MTO-database is maintained by JPB Consulting AB.
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The content and classification of the MTO-database is quality assured, except for year
2002, trough yearly discussions with plant representatives. The database for year 2002
is not yet quality assured, waiting the reporting of the final version of some LERs.

For the years 1994 — 2002 representing the time frame of the present study, the MTO-
database contains more than 1200 MTO-related LERs out of more than 3000 LERs
reported to SKI during the same period. Slightly less than 450 of the MTO-related
LERs exhibit a CCF character. For the sake of clarity, the definition of a CCF in the
MTO-database is somewhat wider than the ICDE definition, and it includes recurring
events due to a shared cause, even if the time span between the events is longer than
the time span specified in the ICDE-database coding guidelines [Ref. 3]. The time
span defined in [Ref. 3] is “...two pertinent inspection periods or, if unknown, a
scheduled outage period”.

4. Data survey and review

As reminder according to the study limitations, hardware CCF events are not part of
the analysis presented below.

In order to be able to propose pertinent defences against the occurrence of MTO-
related CCF events, it has been judged necessary to identify the dominating causal
categories and root causes having contributed to these events.

The contribution from the causal categories and root causes to the events contained in
the database for the years 1994 — 2002 is presented as facts in section 4.1 and 4.2.
These causes are discussed in chapter 5 in relation with the proposal of barriers
against the occurrence of CCF events.

When considering the content of figures 1 — 3, it should be remembered that several
root causes often contribute to each one of the events in general, and of each one of
the MTO-related CCF events in particular.

4.1 Causes of MTO-related CCF events (LERs)

About 40% of the LERS reported to the SKI during the years 1994 — 2002 exhibit
MTO aspects. Furthermore, 37% of the MTO-related LERs have a CCF character.

The causal categories contributing to these MTO-related CCF events (slightly less
than 450 events) are presented in figure 1.
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MTO-related CCF events in Swedish NPPs
Causal categories - All units 1994 - 2002
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Figure 1: Causal categories to MTO-related CCF events in Swedish
LERs.

The repartition of the causal categories as depicted in figure 1 is, for the dominating
contributors, well in line with the similar repartition illustrated in figure 2 for the
diesel generators.

Figure 1 indicates clearly the dominating contribution from weaknesses in “Work
practices” to the occurrence of MTO-related CCF events. Such weaknesses contribute
to slightly more than 50% of all occurred MTO-related CCF events in the Swedish
nuclear plants during the period studied.

Weaknesses in “Work organisation” represent the second dominating contributor and
such weaknesses are involved in about 40% of the studied MTO-related CCF events.

Deficiencies in “Procedures” represent the third dominating causal category involved
in about 30% of the studied events.

Three other causal categories are also noteworthy contributors to CCF. Deficiencies in
“Plant management”, “Training/Competence” and “Ergonomics/Design” contribute
each to between 20 and 25% of the MTO-related CCF LERs.

For completeness and comparison, the causes contributing to CCF events in the
Swedish emergency diesel generators are shortly summarised below.

MTO-aspects of CCF events in the Swedish emergency diesel generators
The CCF events described in [Ref. 1] covered the years 1994 - 2001. The causal
categories contributing to the 27 studied MTO-related CCF events in the emergency
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diesel generators are presented in figure 2 for the most frequent work types performed
on the diesel generators.

16- H Maintenance a = Work environment
M Testing b = Work organization
144 0 Operation ¢ = Change management
B Change mgt d = Plant marllagement
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f = Work schedule
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Figure 2: Causal categories contributing to MTO-related CCF events in
the Swedish emergency diesel generators

This figure shows that deficient “Work practices” and deficient “Work organisation”
are the clearly dominating contributors to the MTO-related CCF events for the
Swedish diesel generators.

The dominating root causes contributing to these events represent deficiencies in:

- Self-checking (was involved in about 50% of the events).
- Work preparation (25%).

- Operability readiness control (DKV) (25%).

- Procedure content (ca 25%).

4.2 Dominating root causes to MTO-related CCF events

The 77 root causes constituting one part of the MTO-database have been studied with
the aim to identify the 10 dominating root causes for CCF events, irrespective of the
work type and component and/or systems involved. These dominating root causes are
presented in figure 3.
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MTO-related CCF events in the Swedish NPPs
Dominating Root Causes - All units 1994 - 2002
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Figure 3: Root causes to MTO-related CCF events in Swedish LERs.

The results in figure 3 indicate that two of the five dominating root causes
contributing to MTO-related CCF events, belong to the causal category “Work
practices” and two belong to “Work organisation”. These results are well in line with
the ones presented in the previous section.

Weaknesses in individual and/or collective “Self-checking” during the planning,
decision, performance, reporting and control of the work tasks thus contribute to
about 33% of the MTO-related CCF events. Similarly, “Non-respect of procedure”
contributes to about 13% of these events.

The second and fourth dominating root causes both relate to weaknesses in the
“Work organisation”. Deficient “Work planning/preparation” is involved in 24% of
the MTO-related CCF events in the Swedish nuclear power plants, and deficient
“Operability readiness control” in 18% of the events.

Finally deficient “Procedure content” has contributed to about 19% of the studied
events.

The above identification of the dominating causes and root causes behind MTO-
related CCF events makes possible the proposal of barriers against such events. These
proposals are presented and discussed in the next chapter.
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5 Defences against MTO-related CCF - Proposals and
discussion

This chapter can be considered as a complement to NAFCS-PR12 “Redundancy
Protection Guidance” [Ref. 4]. However and as mentioned earlier, the present report
does not assess “pure” hardware/ component failures.

The review of the MTO-database, focussing on CCF events, has provided several
insights deemed of broad applicability for the proposal of barriers against this type of
events. In the subsequent sections, proposals for defences against CCF are made,
based on the results presented in chapter 4.

5.1 Improvement of the defence “Work practices”

“Work practices” viewed as a defence against the occurrence of plant events in
general and CCF events in particular, represent the methods and routines that each
individual utilises when performing his/her work tasks. The notion of work practices
thus encompasses both the planning and preparation phases of the own tasks,
gathering of documentation and tools, accomplishment and reporting of the work
tasks. The notion of work practices concerns all individuals in the plant and in the
company.

Preconditions must be established by the utility to enable individuals to exhibit good
work practices:

a) Each individual should have been clearly informed — through policy document,
supervisor, etc - about the expectations that the organisation has on him/her.

b) The company management has established functioning programmes for quality
assurance, training, experience feedback, etc. The frames of these programmes are
well documented in updated policy documents.

c) The staffing of the company/plant is commensurate with the work assignments
and commitments.

d) The work organisation takes due consideration to the time needed for the
preparation, planning and performance of work tasks. This is equally valid for
limited and/or routine tasks as for larger modification projects.

e) The tools, components and systems - that are to be operated, tested and maintained
- have a technically good standard.

The study of the Swedish LERs indicates that these preconditions are sometimes
deficiently fulfilled and that, symptomatically, less than adequate work practices at
different organisational levels are one of the underlying causes behind this deficiency.

The dominating contribution to MTO-related CCF events from weaknesses in the
barrier “Work practices” indicates that a significant reduction in the number of such
events could be obtained by strengthening and improving the following barrier
elements (defences):

- Self-checking (Swedish acronym STARK).
- Respect of procedure.



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PR20

5.1.1 Improvement of “self-checking”
In a plant/company with high safety culture it is expected that each individual —
notwithstanding his/her organisational level — exhibits the following behaviours:

- Individuals demonstrate a strong sense of personal ownership by developing their
knowledge, skills and attitudes necessary for their success on the job.

- Individuals focus on the task at hand. They take the time to think about the task at
hand with a questioning attitude. They are alert to the potential impact of
distractions during work.

- Individuals, and especially planners and supervisors, expect success but anticipate
failure, What-if?

- Individuals self-check and expect to be checked by others. They locate and verify
the correct procedure, tools and components. They control that the component
and/or system response to their actions is as expected.

- Individuals take the time needed to do the task correctly.

- When faced with uncertain conditions, individuals take conservative decisions.

- Individuals communicate often for safe planning, performance and reporting of
works tasks. Three-way communication with repeat-back is practiced rigorously.

A widespread belief is that weaknesses in the defence ”’Self-checking” are most often
related to the action phase of the work tasks. Experiences, supported by the study of
the MTO-database, indicate however that the weaknesses as well and as often relate to
the planning, preparation and verification phases of the tasks. In such cases potential
failures are already embedded in the tasks to be performed.

Efficient remedies for the improvement of the individual and collective work
practices, and especially of the self-checking, exist based on what characterises a high
professionalism:

- A questioning attitude.
- A cautious work practice.
- Correct communication.

The improvement of the individual work practices in general and self-checking in
particular, requires both immediate and long-term actions. It also requires that
necessary preconditions (points a — e in section 5.1) be established.

A short-term action is to make each individual conscious that the expectations
concerning good individual self-checking will be more tightly enforced. This action
should be part of a broader campaign where the plant management clearly informs all
individuals about the necessity and requirement to exhibit a questioning attitude
during the different phases of the work.

The company/plant management has hereby to realise that higher management
expectations on the organisation’s members will naturally result in increased
expectations from the individuals on the management that the preconditions for good
work practices a) — e) listed above, are well established.

The plant management has also to ensure an environment where each individual is
confident and does not start a work task when the organisational or operational

10
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conditions are not in accordance with procedure, requirement or management
expectations.

The management must similarly declare that each individual has the possibility to stop
an activity when the preconditions have reached outside prevailing rules and
requirements, or when the individual judges that he/she has not full control over the
on-going activity.

A further efficient action is to establish a programme for self-assessment within the
organisation. Such a programme means that all members of the organisation assess
themselves, individually or collectively, with a given periodicity. The assessment
includes each individual’s approach to safety issues and safety culture. Such a
programme is particularly efficient for the identification of weaknesses and proposals
of corrective actions, when a team of individuals has been involved in several events.

Finally, improvement of the individual work practices in general, and of self-checking
in particular, is judged to be less a question of economy than a clearly — in wording
and in action — emphasis on the expectations on each individual, and also a sustained
and visible management involvement.

5.1.2 Improvement of “Respect of procedure”

“Procedure” is defined as all written documentation used for the planning,
performance, control and reporting of the tasks necessary for the operation and
maintenance of the plants. Accordingly, “Procedure” represents both operating,
testing and maintenance instructions/procedures, work orders, system documentation
including flow charts and logic diagrams, etc.

Non-respect of a procedure is obviously one aspect of deficient work practice, and in
some cases a sign of deficient safety culture. Non-respect of procedure is relatively
often coupled to weaknesses in the work organisation, supervisory methods and
communication.

A differentiation has to be made between individual and collective non-respect of a
procedure. In the first case, the involved person is more or less unconscious of the
deviation. One step in a procedure is for example not correctly followed due to
distraction or tiredness. Cases exist however, when the individual was conscious that
a non-respect of the procedure steps was made.

A collective non-respect of a procedure is also, often the consequence that the
involved team was not aware that a deviation from intended procedure(s) was
committed. Sometimes yet, the non-respect of a procedure is the consequence of an
unspoken agreement between the members of a work team, or that no individual dares
to point out the non-compliance. The latter cases are however judged infrequent in the
Swedish plants.

The non-respect — individually or collectively — of a procedure can also depend from
the fact that the procedure content is unclear or otherwise deficient, or that the work
task cannot be performed correctly if the procedure steps are closely followed. When
such a situation occurs, the involved personnel still try to do the best of it, for example
in order to not stop the plant operation or delay a plant shutdown. The consequence is

11



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PR20

however that the task is performed, despite every involved individual is well
conscious of the non-respect, and of potential risks.

Concerning proposals for improvement of the defence “Respect of procedure”, it is
judged that the core part of the proposals made for “Self-checking”, if well addressed,
also represents an efficient mean for minimising the occurrence of CCF events due to
the non-respect — individually or collectively — of procedure.

In addition, a general rule against the non-respect of procedure should be to not start
or to stop a work task if it cannot be performed without violating an existing
procedure. The possibility for each individual to exhibit such a conservative attitude
has hereby to be clearly supported by both the management and direct supervisor. The
individuals should also have received proper information and guidance for this line of
conduct. For specific cases a possibility has to exist to depart from the above main
rule. The work practice must then include a formal assessment, with managerial
and/or supervisory involvement, of potential risks.

5.2 Improvement of the defence “Work organisation”

“Work organisation” viewed as a defence against the occurrence of plant events in
general, and CCF events in particular, includes the planning, preparation, performance
and control of a work task. “Work organisation” also includes staffing and repartition
of responsibility within the team of individuals that perform a task.

The dominating contribution to MTO-related CCF events from weaknesses in the

barrier “Work organisation” indicates that a significant reduction in the number of
such events can be obtained by strengthening and improving the following barrier
elements (defences):

- Work preparation and planning.
- Operability readiness control (Swedish acronym DKV).

5.2.1 Improvement of “Work planning and preparation”

The study of the MTO-database with focus on CCF events indicates that latent
failures, or failure potentialities, are relatively often introduced already at the planning
and preparation stages of the work task(s), due to insufficient focus from the involved
individuals on technical, organisational or safety aspects. The risk potential then
increases significantly if additional technical problems arise or if subsequent human
performance problems occur, irrespective of their eventual relationship with the work
organisation.

The improvement of “Work planning and preparation” presupposes an increased
awareness among planners and other individuals involved in the preparation - and its
control - of different work tasks, of their responsibility to ensure a work
package/preparation free from latent failures. Such awareness is strongly coupled to
basic safety values, and to the understanding and respect of colleagues work
conditions.

In light of the large number of tasks performed at a plant, each individual involved in
the planning and preparation of these tasks has to fully recognise that a well

12
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planned/prepared work represents one of the most efficient defences against plant
events.

Another important aspect is that the individuals involved in the planning and
preparation of different work tasks have to realise that the loyalty of colleagues or of
co-workers, or the complacency of a contractor, cannot be expected as compensatory
measures for a less than adequate work planning. Clear information to the staff about
this aspect has to be given by the company/plant management.

5.2.2 Improvement of “Operability readiness control”

Deficiencies in the defence “Operability readiness control” are potentially insidious
because control room operators and other personnel (I&C, maintenance, electrician,
etc) may base their action(s) upon the false premise(s) that components and systems
are available on demand, or aligned according to procedures. Operating experiences
show that this is apparently not always the case.

Deficiencies in this defence mean furthermore that a work task is finished and a
component/system “returned” to the operation department without the final and fully
exhaustive verification of the adequate component and/or system function. Such
deficiencies can result in long lasting latent component unavailability or partly
defeated system function, without annunciation in the main control room.

Some CCF events occurred during the nineties in safety systems at some of the
Swedish plants demonstrated the value, necessity and also difficulty to perform a full
covering operability readiness control of the plants systems.

Significant efforts have been made since then by the plant organisations to improve
the defence against such (CCF) events. These efforts seem to have been substantially
successful since only 12 out of the 80 MTO-related CCF events due to deficient
“operability readiness control” identified in the study, occurred during the three latest
years.

Considering that “Operability readiness control” is the latest physical step of the
overall “Work organisation” it is finally assessed that further improvement of the
defence “Operability readiness control” can be achieved through the proposals for
improvement mentioned above for “Work planning and preparation”.

5.3 Improvement of the defence “Procedure content”

The study of the MTO-database indicates that deficient “Procedure” is involved in
slightly more than 25% of all MTO-related LERs. Noticeable is the fact that about
40% of these procedure related events — two thirds of them being related to deficient
procedure content - exhibits a CCF character.

Based on a limited trend analysis of the MTO-database, a slightly declining trend
concerning the yearly number of procedure related CCF events has been observed. On
an average this number is 11 for the three latest years, and 14 for the years 1994 —
2002. A similar but not as robust trend is identified for CCF events related to
“Procedure content”.

13
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Consequently, to formulate proposals for strengthening the defences “Procedure” and
“Procedure content” is judged here somewhat over-ambitious in light of the focussed,
sustained and very significant efforts spent during decennials by the industry for
improving the quality of “Procedure”.

Finally, recent events concerning software deficiencies that affected tens of objects
demonstrate that the improvement of the quality of “Procedure content” is most
probably a never-ending process.

6 Defences against hardware related CCF — Further work

The Swedish operating experiences for the latest decennium indicate that slightly
more than 50% of the LERSs relate to hardware/component failures. No figure exists
about the overall repartition of CCF between hardware and MTO-related events, at
least presently, for the Swedish LERs.

A general overview of the data points contained in the ICDE-database indicates that
the fraction of hardware related CCF events is lower than the corresponding value for
MTO-related events. Furthermore, the battery database indicates that 95% of the CCF
events are MTO-related. These two facts mitigate somewhat the consequences of the
limitations of this study. It has still to be underlined that whether or not the repartition
of the ICDE-database is representative of the overall Swedish experiences has not
been analysed here.

Results from [Ref. 1] indicated that ageing and experience feedback were the two
most important issues which could, well managed, reduce the occurrence of hardware
CCEF events, at least as far as diesel generators were concerned.

Based on these facts, and in view of the limitations of the present study as to the
assessment of hardware related CCF events, it is recommended that NAFCS should
support a data review and analysis of different component types, as the one reported
in [Ref. 1].

Finally, it is reasonable to envisage that specific insights - gained during the course of
the above proposed future works - about defences against both hardware and MTO-
related CCF could be integrated in an updated version of [Ref.4] and [Ref. 5].

7 Conclusions

The assessment made of all MTO-related CCF LERs reported during years 1994 —
2002 indicates that weaknesses in the following causal categories are dominating
contributors to these events:

- Work practices

- Work organisation

- Procedures

- Training/Competence

- Company management & plant organisation.

14
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Similarly, the five most dominating root causes contributing to the MTO-related CCF
events in the Swedish LERs represent weaknesses in:

- Individual and collective self-checking
- Work planning & preparation

- Procedure content

- Operability readiness control (DKV).

- Respect of procedure.

It is tempting to believe that the proposals formulated in the previous section
represent, if implemented, generally efficient defences against the occurrence of new
MTO-related CCF events, notwithstanding the component category involved.

Such a state of fact is most probably true, based on the concordance of the results and
proposals formulated herein and the ones presented in [Ref. 1] for the Swedish
emergency diesel generators. However, having in mind the specificity of different
component categories, it is judged that some particularities of significant importance
for the minimisation of CCF events can only be identified through a thorough analysis
of these categories.

It is consequently recommended to assess the potential benefits of such analyses,
before deciding on their eventual accomplishment. A decision could be based on the
results from the analysis of one or two other component categories, and on the
assessment of the new results compared with the insights gained during the diesel
generator study.

The benefits of a further defence assessment in data as proposed here are rather
evident for plant safety, not only as a mean to prevent insidious multiple failures due
to a shared cause, but also for increased knowledge for the better modelling and
quantification of the often dominating CCF contributions in the PSA.
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Model Survey and Review

1. Introduction

This topical report documents the survey and general description of the CCF models
that are being used in the Nordic PSA studies.

1.1 Objectives

The emphasis is on collecting the model definitions in a consistent way for the later
uses in the NAFCS. The aim of this survey is not to rank the models, as they can be
regarded generally equally applicable. Instead, the aim is to provide neutral basis for
linking the outcome of quantitative classifications to any of the defined qualified CCF
model.

The relationships (similarities and differences) of the models are generally described.
The parameter transformations are presented and illustrated by a practical example.

The estimation procedure for the models is generally characterized regarding the
maximum likelihood estimators and coupling to the impact vector presentation. The
more developed estimation techniques, including uncertainty analysis will be subject
of a separate later task.

One of the fundamental aims of this task is to harmonize the definitions and
terminology on the subject area to constitute a solid basis for the later tasks in the
workgroup. The ICDE terminology will be followed whenever applicable.

1.2 Scope

The survey covers the definitions and features of the following CCF models (terms
“model” and “method” are used interchangeable in this context, preferring the
convention of the original source):

e Alpha Factor Method

Beta Factor Method

Common Load Model

Direct Estimation Method (called also as Basic Parameter Model)

Multiple Greek Letter Method

The model descriptions are collected into Section 2, which starts with laying out the
common features of parametric CCF models. The models are basically discussed as
applicable to demand failure probability. Connection to failure rate based modeling is
shown.

The basic estimation procedures for the considered models are presented in Section 3
which first introduces the general frame and common aspects.

Section 4 will summarize the model survey discussing specific regimes of the
reviewed models.
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2. Model descriptions

This section gathers the basic descriptions of the considered CCF models. The
presentation order is chosen for the convenience of definition, starting from the most
basic Direct Estimation Method.

2.1 Introduction to parametric CCF models

The parametric CCF models are aimed at presenting the dependence in multiple
failure probabilities by using conveniently defined parameters, called as CCF
parameters or dependence parameters. The Direct Estimation Method works directly
with the probability entities.

A part of the CCF models are defined using the concept of Common Cause Basic
Events (CCBEs) and corresponding probabilities:

Q(m|n) = P{ Specific m components fail due to CCF,
other n-m not affected in a CCCG of size n} (2.1)

Another part of the CCF models are defined using the probabilities for multiple
failure within CCCG, so called Subgroup Failure Probability (SGFP) entities.
Compare to the definitions in Annex 1. One of the SGFP entities is close to CCBE
probabilities, namely:
Peg(m|n) = P{ Specific m components fail while
other n-m not affected in a CCCG of size n} (2.2)

The difference between these two entities is that Peg(m|n) covers any multiple failure
of order m, also due to combination of different causes, while Q(m|n) is restricted to
actual CCFs of order m, exactly, and due to a clear shared cause. In practice the two
entities are numerically close, i.e.

Q(m|n) = Peg(m|n), (2.3)

and the difference is more a theoretical issue. This issue is relevant also in the event
analysis and impact vector construction for the cases of multiple failures due to
combination of causes, including so called coincidental multiple failures. Compare to
further discussion in [NAFCS-PRO03].

The most common way of modelling CCFs (and dependences more generally) in PSA
is based on the definition of CCCGs and use of CCBE:s in fault tree modeling.
Compare to more detailed presentation in [RS-ThM].

Usually CCCGs are assumed internally homogeneous, which means also internal
symmetry — so also in this report. Thus the probability of a CCBE is not dependent of
the specific combination of components, only the multiplicity affects, i.e. same
Q(m]|n) or Peg(m|n) applies to all CCBEs of order m (the count equals to the number
of different choices of m components out of n). But it must be emphasized that the
size of CCCG matters: Q(mjnp) # Q(mjng) and Peg(m|n,) # Peg(m|ng) when n # ng
in the range of m < min(na, ng) — except some coincidence — even for two mutually
homogeneous CCCGs.
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In this respect Psg entity has a special property as it is subgroup invariant, see
Annex 1 for the definition of this concept. This means that among two mutually
homogeneous CCCGs of different size Psg(m|ns) = Psg(m|ng) in the range of

m < min(ny, ng). Especially, that is valid always for a subgroup (group A) within a
CCCQG (group B) — assuming internal homogeneity, of course. The subgroup
invariance of Psg entity is very helpful in practice. It is advisable to perform data
comparisons and pooling in terms of Psg entity. This applies also to mapping and
pooling of impact vectors, see further discussion in [NAFCS-PRO03].

2.2 Direct Estimation Method

In the Direct Estimation Method, called also as Basic Parameter Model, no special
parametric model is concerned, but the multiple failure probabilities are directly
estimated (to be discussed in Section 3.2). Mostly, CCBE probabilities Q(m|n) are
considered because they are typically used in fault tree modeling. Alternatively some
of the SGFP entities can be estimated directly and used in the system modeling: this
approach is typical in highly redundant groups.

2.3 Alpha Factor Method

Alpha Factor Method is basically defined by using CCBE probabilities, see e.g.
[NUREG/CR-5485]:

(:J .Q(m|n)

z@.o(k In)

k=1

a(m|n)= (2.4)

Using the practical approximation Q(m|n) = Peg(m|n), and using another SGFP entity
Pes(m|n)= (:J.Peg(m In), (2.5)

we may also express the Alpha Factors in the following way:

a(m|n)= Pes(m|n) :Pes(m|n) (2.6)
n Pts(1|n) ' '
s(k|n

where Pts(m|n) is one more of the SGFP entities, see Annex 1. It is thus seen that the
Alpha Factors represent the fraction of multiple failure probability of order m with
respect to the total failure probability of at least one failure.

It is essential to notice that the Alpha Factors are not subgroup invariant. Hence the
size of the concerned CCCG should always be explicitly indicated. As a consequence
of lacking subgroup invariance the Alpha Factors cannot be directly compared or
pooled across CCCGs of different size. A drawback of Alpha Factors is also that they
do not have an intuitively simple connection to the dependence level.
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In the reverse direction Q(m|n) can be calculated in terms of Alpha Factors and total
single failure probability Qt by using the following expression:

m o(m|n)

n-1 ' oT
m-1
where

o7 = im.oc(mln)

m=1

Q(m|n)=

Qr (2.7)

Basically this expression applies to the standby components, failure the start of
demand and in the nominal situation of sequential testing. For staggered test case the
CCBE probability of order m should be reduced by factor m, i.e.

1 a(m|n)

n-1 . oT
m-1

The detailed reasoning behind this is presented in [NUREG/CR-5485].

Q(m|n)=

.Q for evenly staggered testing (2.8)

It is quite a common practice to take Alpha Factors from an international source and
connect those with the plant specific estimate of total single failure probability. The
negative side effects of this procedure will be discussed in Section 4.

2.4 Multiple Greek Letter Method

Multiple Greek Letter Method is the predecessor of Alpha Factor Method. It is
defined in terms of CCBE probabilities in the following way:

_ R(m,n)
g(m|n)_—R(m_1,n) form=>2 (2.9)
where
Rmn)=Y [E:D.Q(km)
k=m

It should be noticed that in the Rare Event Approximation
R(1,n) = Q¢ (2.10)

Usually MGLM parameters are denoted by Greek alphabets which is the background
to the method’s name:

g2in) = B 2.11)
9@l = "
g4ln) = &

The interpretation of MGLM parameter g(m|n) is “the conditional probability that the
cause of a component failure that is shared by m-1 or more components will be shared
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by m or or more additional components, given that m-1 specific components have
failed”. It is essential to keep in mind that the MGL parameters, similarly as Alpha
Factors, are not subgroup invariant. Hence the size of the concerned CCCG should
always be explicitly indicated. The MGL parameters across different size of groups
are not directly comparable.

The CCBE probabilities can be inversely solved in terms of MGL parameters:

Q(m|n):;.Hg(k|n).(1—g(m+1|n)).QT (2.12)
k=1

i

with the following defaults

g(tln) = 1
g(n+1jn) = 0

In practical uses MGLM is being replaced by AFM due to the reason that the latter
method bas better properties for estimation aims. For point estimates (maximum
likelihood estimates) these two models are largely equivalent. The parameters can be
transformed from one to another, most conveniently through the CCBE probabilities:

a(m|n)e Qm|n)e glm|n) (2.13)

Ref.[| NUREG/CR-5485] presents the transformation equations for low order groups.
The MGL parameters are more intuitively connected to the dependence level than
Alpha Factors. Usually the MGL parameters saturate towards one for increasing
order, i.e. g(m|n) > g(m-1|n). This aspect is not, however, generally valid. Especially
in highly redundant systems the MGL parameters use to behave in a different non-
intuitive way. Besides, increasing dependence can imply that the MGL parameters
increase at high multiplicity as expected but decrease at the intermediate multiplicity:
this can happen already in low order CCCGs.

2.5 Beta Factor Method

Beta Factor Method is in turn a predecessor of Multiple Greek Letter Method, being
initially defined for two components:

Q(1]2)=(1-B).Qr

(2.14)
Q(2]12)=B.Q7
Inversely (in the Rare Event Approximation for two components Qr = Q(1|2)+Q(2|2):

B_Q(2|2)_ Q2]2)
T Qr  Q(12)+Q2]2)

(2.15)

Beta Factor Method has been in later connections extended to CCCGs above size 2 in
the fashion of a cut-off model, a useful simple model for a screening analysis:

Q(1In)=(1-B).Qr
Q(m|n)=0 for1<m<n (2.16)
Q(n[n)=p.QT
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2.6 Common Load Model

In the Common Load Model (CLM), the failure condition is expressed by stress-
resistance analogy: at the demand, the components are loaded by a common stress S,
and their failure is described by component resistances (strengths) Ry. Multiple failure
of order m occurs when the common load exceeds the resistances of the components
in the considered group:

S > R for each component k in a specific group of m components (2.17)

Both the common stress and component resistances are assumed stochastic,
distributed variables. The failure condition corresponds to the following probability
expression

~+oo
Psgm|n)= [dx.fs(x).[Fr (" (2.18)
X=—oc0
where
fs(x) = Probability density function of the common stress
Fr(x) = Cumulative probability distribution of the component resistances

In the practical implementation of this concept [HiDep] the normal distributions (or
equivalently log-normal distributions) are used for the stress and resistance variables.
The common load is extended to be composed of two parts: a base load part that
determines the failure probability and dependence at low order and an extreme load
part that determines the failure probability and dependence at high order. Four model
parameters are defined, see Table 2.1. The parametrization is made with the aim to
obtain such parameters that are intuitively simply connected to the probability level
and dependence. As being defined through Psg entities CLM is a subgroup invariant
model. Consequently, the parameters of CCCGs with different size are directly
comparable. For a detailed mathematical description, see [ECLM_Pub].

Table 2.1 Parameters of the extended Common Load Model.

Parameter Description Range Typical value

p_tot Total single failure probability [0, 1] 10*-10?

p_xtr Extreme load part as [0, p_tot] p_tot/p_xtr = 1% — 5%
contribution to the single failure do tot >10°
probability andp_to

c_co Correlation coefficient of the [0, 1] 0.1-0.5

base load part

c_cXx Correlation coefficient of the [c_co, 1] 0.6-0.9
extreme load part
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2.7 Failure rate based models

In the failure rate based modeling the component failures and multiple failures are
described by (usually constant) event rates:

L(mln) = Rate of events where specific m components fail, while
other n-m not affected in a CCCG of size n} (2.19)

The multiple events are assumed to be strictly simultaneous, which is a simplification.
It is readily noticed that L(m|n) are closely similar to Q(m/n) or Peg(m|n) in the
demand failure probability modelling. In the case of standby components and failure
to operate at the initial demand the following connection applies:

Q(mjn) = % .L(m|n). T¢(mn) (2.20)
where
Ts(mjn) = Mean time in the standby state over the combinations for

m out of n components

The two approaches are via this connection largely compatible. The failure rate based
modelling offers a more convenient way to consider test arrangements. It is the
obvious choice in the case of time-dependent modelling of standby components and
systems. In case of mission time failures and repairable (monitored) components the
failure rate based modelling is the more natural way and mostly used approach.
Compare to the discussion of this issue in the connection of impact vector method
[NAFCS-PRO3].

The failure rate based modelling has been used in Loviisa PSA, see the summary
description in seminar paper [[CDE-S-Vaurio] and the methodological publications
referred to in the seminar paper.

The failure rate based modelling can be used in the manner of Direct Estimation
Method (Basic Parameter Model), i.e. L(m|n) are estimated and used as such. Further
details of estimation procedures will be discussed in Section 3.7. Alternatively, a
parametric model can be applied, e.g. Alpha Factor Method through substituting
Q(m|n) by L(m|n) in the parameter definitions, compare to Eq.(2.4) etc.
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3. Basic estimation procedures

This section discusses the basic estimation procedures for the considered models and
the relationship to impact vector presentation of event statistics.

3.1 Introduction to the estimation of CCF model parameters

The estimation for all of the considered CCF models is based on the presentation of
failure statistics by using impact vector method [NAFCS-PRO03]. The common
statistical input has a very important bearing: the quantitative results obtained by the
considered CCF models are generally equivalent (compatible). Only in special cases
the specific properties of some model can provide benefits over the others. (It should
be kept in mind that the Beta Factor Method is limited to the groups of two
components except regarding its use as a crude cut-off model in larger groups.)

The following notation is used for the sum impact vector representing the observed
failure statistics:

V(m[n) = ‘m+1’th element of sum impact vectorin a CCCG of sizen (3.1)

The total number of tests/demands in the observation period, i.e. the number of so
called Test/Demand Cycles (TDCs) is

ND Number of demands on the whole CCCG

D V(m|n) (3.2)

m=0

It should be emphasized that the number of component demands is 'n*ND’. For the
failure rate based estimation the observation period is denoted by

E = Exposure time of the CCCG (3.3)

Generally the exposure time need not be a single continuous period of calendar time
but it can be constituted of a sum of observed exposure periods, e.g. standby or
operation periods. The total component exposure time is ‘n*E’.

3.2 Direct Estimation Method

The point (maximum likelihood) estimates for the multiple failure probabilities are
obtained most straightforwardly in the following way:

(Q(m|n))=(Peg(m|n)) = w , (3.4)
.ND
_V(m|n)
(pes(m|n)) = \D (3.5)

The brackets <> indicate maximum likelihood estimation. The point estimates for the
other SGFPs can be obtained from <Peg(m|n)> by using the SGFP transformations,
Annex 1, owing to the linearity of the equations. But, for completeness, the
expressions are given explicitly here:

10
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S(m|n)

Pt _ >ty 3.6
(PtsmIn)==p (3.6)
where

n
S(m|n)= > V(k|n) (3.7)
k=m

The direct estimation equation for Psg entity is somewhat more complicated:

(Psg(m|n)) = é ND? @ .(::m.v(k In) (3.8)

The point estimate of single failure probability can be reduced from the above
equation in case of m = 1:

< m.V(m|n)
(Psg(1)) = n%—n_ND (3.9)

Psg entity is subgroup invariant. Thus for two mutually homogeneous CCCGs of
different size the following is valid:

Psg(m|na) = Psg(m|ng) , for m < min(na, ng) (3.10)

This aspect can be utilized to present a way of data pooling that uses direct estimation
approach to combine statistics from CCCGs of different size, as is discussed in more
detail in [NAFCS-PRO3].

3.3 Alpha Factor Method
The point (maximum likelihood) estimates for the Alpha Factors are following:

(om|n)) = _V(mIn)

n

2 VikIn)
k=1

(3.11)

Equivalently, the CCBEs could first be estimated, Eq.(3.4) and Alpha Factors derived
then by using Eq.(2.4).

3.4 Multiple Greek Letter Method
The point (maximum likelihood) estimates for the MGL parameters are following:

ik.V(kln)
(gmin) =40 —— (3.12)
D k.V(k|n)

k=m-1

Equivalently, the CCBEs could first be estimated, Eq.(3.4) and MGL parameters
derived then by using Eq.(2.9).

11
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3.5 Beta Factor Method

The point (maximum likelihood) estimate for the Beta Factor is same as for MGL
parameter of order two (as a cut-off model for n>2):

(B)=(g(2|n)) (3.13)

This estimation procedure is taken from [ NUREG/CR-5485]. In particular, it makes
Beta Factor estimate as dependent of the group size, while the basic definition seems
to imply subgroup invariance, compare to Eq.(2.16). Due to the extension for n>2 by
neglecting the intermediate order CCBEs, there is no coherent unique way to
generally estimate the Beta Factor for larger groups. An alternative might be to map
impact vector down to CCCG of size 2 for estimation. The presented procedure can,
however, be regarded as acceptable taking into account the nature of Beta Factor
Method as a crude cut-off model in CCCGs of size above two.

3.6 Common Load Model

It is not possible to present simple point estimation expressions for CLM parameters
(Table 2.1) except for the total single failure probability. Of course, it would be
possible develop crude point estimation equations, but that may not make sense
because the established developed estimation techniques such as maximum likelihood
estimation and Bayesian estimation suit very well for CLM. These techniques are
based on the use impact vector method. For details see [ECLM_Pub].

3.7 Estimation of failure rate based models
The point (maximum likelihood) estimates for the multiple failure rates are:

(Lm|n))= V(r:n L) (3.14)
[m}e

Notice the analogy with the estimation of CCBE probabilities, Eq.(3.4). It has to be
emphasized the 0’th element of the sum impact vector does not have direct bearing in
the failure rate based modeling. Similarly, TDCs do not have such a central role as in
the demand failure probability based modelling. Still the TDCs can be defined in an
equal way to aid the consideration of simultaneity aspect in the event analysis and
interpretation. This issue is discussed in more detail in [NAFCS-PRO3].

The implementation of Bayesian estimation method to failure rate based modelling of
CCFs and the uses in Loviisa PSA are described in seminar paper [ICDE-S-Vaurio].
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4. Model regimes

This section will summarize the specific practical regimes of the models, including
the current uses in the Nordic PSA studies.

The CCF models considered here use impact vector method for the presentation of
failure statistics. Owing to the same statistical input the methods will produce
compatible results. Still the specific properties of some model can provide practical
benefits over the others in certain respects and/or in special application cases.

Alpha Factor Method can be regarded as a generally applicable model. Especially lot
of development work is made and published for this method about the Bayesian
estimation and uncertainty analysis.

Multiple Greek Letter Method is similar to Alpha Factor Method but does not lend
equally well to developed estimation techniques. This can be bypassed by first
estimating Alpha Factors, converting then the parameters into Multiple Greek Letters.

The Beta Factor Method is limited to the groups of two components except regarding
its use as a crude cut-off model in larger groups.

Common Load Model is especially suitable to highly redundant systems as it has a
fixed number of parameters and is subgroup invariant — in contast to Alpha Factor
Method and Multiple Greek Letter Method which add a further parameter for each
order of multiplicity and are not subgroup invariant.

The Direct Estimation Method is close to AFM (or vice versa, in fact): the difference
is in the normalization of Alpha Factors. It might be advisable to primarily use the
Direct Estimation Method and to convert the obtained SGFPs then into form of CCF
parameters (Alpha Factors, Multiple Greek Letters) for the presentation of relative
dependence level or for comparison purpose. It has to be noticed that for these aims
there are also other suitable parametric CCF models (Annex 2).

Annex 3 presents a practical example to illustrate the CCF models discussed here.

In practical uses of the parametric CCF models, such as AFM, MGLM and Beta
Factor Method, it is usual in case of lacking specific CCF data to use internationally
published CCF parameter values in conjunction with plant specific single failure
probability. This means that the multiple failure probabilities are directly dependent of
the single failure probability although only part of the CCF mechanisms contain such
a connection, while the other part can be largely not at all correlated to the single
failure probability. One way to control this aspect is to check the level of single
failure probability in the source data if possible. The Direct Estimation Method (Basic
Parameter Method) does not have this problem. But on the other hand, there are rather
little published data to support this approach and hence it is mainly viable only in case
of sufficient amount of specific data input. For CLM one guideline to assess the
extreme load part (see Table 2.1) is to keep it in the range of a few percent relative to
single failure probability. It is, however, advised also to consider other factors that can
influence on the probability level of high order CCFs.
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5. Concluding remarks

An important notion related to the connection of dependence level with single failure
probability is the substantial impact that the test interval and staggering can have. It is
highly recommended to control this influence when transferring data, e.g. by an
adequate mapping procedure. A coherent treatment of test interval and staggering
influence needs to be taken care of in the continuation across event analysis, impact
vector construction, estimation and use of CCF parameters.Compare to the further
discussion of this subject in [NAFCS-PRO3].

The correlation of single failure and multiple probability levels is also discussed in
connection to so called Generic Dependence Classes in [NAFCS-PR02].

This survey was closed by declaring Draft for Peer Review as final for this phase with
small editorial changes only, due to resource limitations. No comments were gained
from the peer review, except a question raised about the treatment of single failures
(so called independent failures) in the event data collection. This question is related to
the coupling issue of the single failure probability and CCF probability, which was
discussed in the previous section. See separate further notes on the subject in
[NAFCS-WN-TM12].

There are many areas and issues of the CCF models which would need further
elaboration. Hopefully, the work in this direction can be continued in the next phases
of NAFCS. It is especially proposed that the current uses of the CCF models in the
Nordic PSA studies will be more systematically summarized in the next issue of this
report, based on the information gathered in the utility survey [NAFCS-PROS5]. The
consideration of further CCF models used in the other countries, especially in the
ICDE member countries as outlined in Annex 2, is desired to facilitate future
comparison aims. One more important issue for the further work concerns CCF
models for time-dependent modelling of standby components and systems.
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Annex 1: Terminology, Probability Entities

The terminology defined in ICDE is used whenever applicable. This annex collects
definitions of special additional terminology and probability entities.

Special terminology

Homogeneity

- 0of a CCCG: the probability entities in the subgroups of any given size are
mutually identical, i.e. homogeneity means also symmetry

- across two CCCGs of same size: both CCCGs are internally homogeneous
and the probability entities of the CCCGs are mutually identical

- across two CCCGs of different size: both CCCGs are internally homogeneous
and the probability entities of the smaller CCCG are mutually identical with
any subgroup of the same size in the larger CCCG

- a CCCG population: the CCCGs of the population are internally and mutually
homogeneous.

Subgroup invariance:
The probability entity or parameter is same in a subgroup as in the whole CCCG.
As a corollary, a subgroup invariant probability entity or parameter is same in
mutually homogeneous CCCGs of different size.

Mapping up/down:
In order to transfer an impact vector (or CCF parameters of a model or SGFP
entities which are not subgroup invariant) from a ‘source’ group A to ‘target’
group B the following procedures are required:
- mapping down if the target group is smaller
- mapping up if the target group is bigger
See further details in [NAFCS-PRO03, Section 6].

Single failure probability
This entity is also called as “total single failure probability” in order to emphasize
that the probability contains all the instances where the specific considered
component fails either alone or as part of a multiple failure (that is most likely an
actual CCF, but can be also a coincidental multiple failure with differing failures
causes). In the mathematical expressions the single failure probability is denoted
by Qr or Psg(1). In the connection to CCF analysis the concept “independent
failure” is used to characterize instances where the specific considered component
fails alone and not due to a CCF mechanism that happens to affect only one
component that time (so called non-lethal shock with one component failure
event). This concept is practically convenient but it must be emphasized that a
clear distinction for independent failure cannot be done. The CCF models which do
not require such a distinction have a certain advantage.
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Special probability entities

Subgroup Failure Probability (SGFP) entities represent different ways to express
multiple failure probabilities in a CCCG. The definitions of four entities are presented
in the attached diagram. Here it is assumed that the CCCG is internally homogeneous,
which means also internal symmetry. Thus the SGFP entities are connected to failure
multiplicity but not to the specific combination of failing components. The SGFP
entities are connected to the group size with the exception that Psg entity is subgroup
invariant (but the other three defined SGFP entities are not).

The SGFP entities can be transformed within each other. The attached diagram shows
a practically convenient transformation scheme.

The background to the naming convention is composed by the following key words:

Psg denotes failure Probability of a Specific Group of components
(typically a subgroup of a CCCQG)

Peg denotes failure Probability of an Exclusive and specific Group of components

Pes denotes failure Probability of an Exclusive groups of components Summed
over given multiplicity

Pts denotes failure Probability of Total System for a given failure criterion

The three letter syntax was initially adopted when defining variable names for
programming the transformation equations.

The different SGFP entities can be exemplified in the case of four components, n=4
and failure multiplicity m=3:

Psg(3|4) =P{X1 Xy X3}=...= P{X5 X3 X4 }

Peg(3]4)=P{X1 Xy X3 Xq [=...= P{X1 X X3 X4 |

Pes(3]4) = P{X1 Xp X3 Xg +...4+ Xq X2 X3 X4 |
=P{X1 X X3 Xq [+ ...+ PX1 X0 X3 X4 ]

Pts(3|4)=P{X4 X5 X3 +...+ X X3 X4}

where X, = Failure event of component k

These probability expressions form the background to the transformation equations.
Then, if the subgroup of the first three components is considered:

Psg(3|3) =Peg(3|3) = Pes(3|3) =Pts(3|3) = P{X1 X, X3}
The comparison with the entities of the whole group, and same failure multiplicity
m=3 illustrates the subgroup invariance of Psg, and lack of that property by the other

three entities. Further discussion of SGFP entities can be found in [ECLM_Pub,
CA_Hredl].
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Transformation scheme
of subgroup failure probability entities

TR3: pts(k|n) = Zn:pes(m [n)

m=k

TR3': pes(k|n)=pts(k |[n)—pts(k +1|n)

pts(k|n) = P{ Some k or more out of n
components fail }

TR3'

psg(k|n) = P{ Specific k components

fail in a CCF groupfn} pes(k|n) = P{ Exactly some k out of n
components fail, while the
other n-k survive }

TRT Y | TR

TR2
peg(k|n) = P{ Just the specific k out of n TR2'
components fail, while the
other n-k survive }
TR2: pes(k|n)= (Ej.peg(k [n)
. 4 n-k . 1
TR1:psg(k|n)= Z .peg(m|n) TR2'": peg(k |n) = —.pes(k | n)
)
k

TRY:pegtk |m)= Y. (-7~ | psgmIn)

m=k

SGFP-Transf.vsd
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Annex 2: CCF Models Used in Other ICDE Member
Countries

The survey is proposed to be extended to generally describe the CCF models used in
the other ICDE countries in addition to those primarily covered in this report. One
purpose is to allow principal comparisons.

Table A2  The following scope is suggested:

CCF model ICDE member country used in

General Shock Model

Binomial Failure Rate Model

Extended Binomial Failure Rate Model Germany
Primitive Parameters Finland
SHACAM Parameters Finland

Primitive Parameters

Primitive Parameters are defined as step-wise relative reduction of Psg entity for
increasing failure multiplicity:

Psg(m)

n = Pegmoi) (A2.1)

The practical interpretation of zy, is that it represents the conditional failure
probability of the next specific component given that a subset of m-1 components
fails. The subgroup invariance property of Psg entity means that the Primitive
Parameters are also subgroup invariant.

In TVO/PSA the Primitive Parameters are used for the data presentation, because they
are easy to understand and facilitate the comparison of relative dependence level. Due
to subgroup invariance property the Primitive Parameters are comparable even
between CCCGs of different size. The estimation of CCF data is, however, done by
using direct estimation, or CLM depending on the case, to primarily derive SGFP
entities. When using internationally published CCF data that is first transformed into
SGFP entities for the considered CCCQG, including eventual mapping and data
pooling. As said the Primitive Parameters are an auxiliary tool for a convenient
presentation of the relative dependence level. The limitation of the Primitive
Parameters is that they should not be directly modified without an aid of an ordinary
CCF model due to the risk of causing contradiction with the inherent connections
between the failure probabilities of different multiplicity.

20



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PR04

SHACAM Parameters

The dependence parameters can defined as the conditional probability of specific m
components failing due to CCF given that a subset of m-1 components fails due to
CCF, in mathematical terms:

ym1m) =P [, = ol
P Y‘I(rj.?m—1
where
Y1(”)m = Failure of a set of specific m components due to CCF

(for convenience of presentation, the components are
indexed by 1, ..., m)

with the following defaults

Y,
Pivi™, |

It is noticeable that for one component failure cause there is not made distinction for
“independent causes” and “CCF mechanisms”; this well-known dilemma was
discussed already in the main body of the survey report, and is a feature of MGLM
and AFM as well. See for details of the definition and comparisons in [SHACAM].

Failure of one specific component due to any cause

Psg(1ln) = Qr

In the Rare Event Approximation:

PV )= i (E:EJ-O(k In) (A2.2)

k=m

Notice the similarity with respect to the derivation of Psg(m|n) in terms of Peg(m|n),
see Annex 1. In fact SHACAM parameters are close counterparts to the Primitive
Parameters with the difference that in SHACAM multiple failures due to CCF are
counted while the Primitive Parameters consider multiple failures due to any causes.
Compare the definitions in Eq.(A2.1) and (A2.2).

SHACAM parametrization is similar to MGLM and AFM but it has the benefit that
the parameters are subgroup-invariant in practical approximations. This property can
be seen in the example cases presented in Annex 3. The SHACAM parameters have
also the following intuitive property, that is valid practical cases:

0 <y(1|n) <y(2|n) < ... <y(n-1in) < y(n|n) <1 (A2.3)

The basic definition in terms of escalating CCF probability makes SHACAM
parameters particularly convenient for the use in the quantitative analysis of CCF
defence factors. These parameters have been used in the analysis of test arrangements

[TC_PASDG].
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Annex 3: Example Case of CCF Parameters

The CCF models are exemplified here with a numeric example taken from the US
sources (one reason is to reuse a recent example prepared in connection to Kola 2
PSA) . In the continuation it is recommended to change to an example with local
specific data, where the input is better known and controlled.

Data

The example data is from Ref.[NUREG/5497] for Motor Operated Valves (MOVs) of
High Pressure Safety Injection (HPSI) systems in PWRs; failure mode is ‘Failure to
Open’. The impact vectors and average Alpha Factors are quoted in Table A3.1. The
source presents so called adjusted independent events separately, but here it is
combined to 1 element of impact vector. The source lacks information about the 0™
element of impact vector similarly as the number of TDCs (not directly needed to
merely estimate Alpha Factors). For CCCG=6 those missing variables are derived
using the assumed single failure probability and a procedure to be explained in
connection to CLM example in the later section.

As for the MOV reliability data in order to derive probability entities, the generic US
IPE data will be used for the demand failure probability. According to [NUREG/CR-

Table A3.1 CCF data for HPSI MOVs and failure mode ‘Failure to Open’ [NUREG/5497,

Section 31].
Multiplicity Impact Vectors for CCCGs of Size 2...6
k CCCG=2 CCCG=3 CCCG=4 CCCG=5 CCCG=6
0 Vo 15215.1
1 Vi, 78.9599 116.3994  152.6964 188.5346  224.2402
2 V, 6.7393 1.9575 3.7738 4.5094 5.2865
3 V3 6.0569 0.2089 1.2016 1.6735
4 V, 6.0045 0.0612 0.5533
5 Vs 6.0006 0.0210
6 Vg 6.0000
Km
Multiplicity Alpha Factors for CCCGs of Size 2...6
k CCCG=2 CCCG=3 CCCG=4 CCCG=5 CCCG=6
1 o 0.9213610 0.9355827 0.9386097 0.9412263 0.9430793
2 o 7.86E-2 1.57E-2 2.32E-2 2.25E-2 2.22E-2
3 03 4.87E-2 1.28E-3 6.00E-3 7.04E-3
4 Oy 3.69E-2 3.06E-4 2.33E-3
5 (0 3.00E-2 8.83E-5
6 Og 2.52E-2
Notes for CCCG=6: Assumed single failure probability p_tot 3.00E-3
Sum of k*V ViSum 278.15
Total number of group demands ND 15452.9
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4550] Q;=p_tot = 3E-3 for MOV and failure mode ‘Failure to Open’. It is believed
that this single failure probability is reasonably compatible with the CCF data.

Comparing CCF parameters for CCCG of size 2 ... 4

The CCF parameters and corresponding SGFP entities are compared in Fig.A3.1 for
CCCQG sizes of 2 through 4. The derivation is based on Alpha Factors from

Table A3.1 and assumed single failure probability P1 = Psg(1) = 3E-3, that is needed
in deriving the probability entities. Primitive parameters z;, are explained in Annex 2.
Parameters y, are defined as the conditional probability of specific m components
failing due to CCF given that a subset of m-1 components failed due to CCF; these so
called SHACAM parameters are described in Annex 2.

The example case shows rather high dependence. This is related to the large portion
of impact vector element of order 6, corresponding to a fraction of about 3% relative
to single failure count, i.e. a CCF ratio that is in general typical for double failures.

CLM parameters

Using the presented impact vector of CCCG=6 as statistical input a Maximum
Likelihood fit to CLM is presented in Fig.A3.2, including calculation of the SGFPs.
The number of group demands ND is obtained from the following equality:

1 O 1
tot=——. 3 K.V, =——.VfSum A3.1
P_tot=\D kZ:; K™ ND (A3-1)

As p_tot must be taken from a separate source than impact vector there is certain
implied uncertainty (unfortunately, it is the standard practice in the USA to collect
and estimate component reliability data and CCF data separately). It shall be further
noticed that impact vector element V, can be derived from the equality

n
ND =)V (A3.2)
k=0
once ND is known in conjunction to Vi, ..., V. Element V) is a necessary part of the

Maximum Likelihood estimation for dependence parameters.
The obtained CLM parameters from Maximum Likelihood fit show strong

dependence at high multiplicity (relatively large p_xtr and ¢_cx) in accordance with
the conclusion from the look at the parameters of other CCF models in Fig.A3.1.
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HiDep/Version 2.3
CCF Parameter Scale Down, 22 Sep 00

This execution sheet is used to calculate for given Alpha Factors and P1 the corresponding
SGFP entities and dependence parameters, in each CCCG size 4..2

P1 3.00E-3 is given HPSI MOV Alpha Factors from NUREG/CR-5497

P1 P2 P3 P4 z2 z3 z4
Q(1In) Q(2In) Q(3|n) Q4In) | beta gamma delta
peg(1|n) peg(2[n) peg(3|n) peg(4[n) | y2 y3 y4
pes(1|jn) pes(2|n) pes(3|n) pes(4|n)
pts(1jn)  pts(2In)  pts(3|n) _ pts(4|n)
CCCG4 3.00E-3 4.46E-4 3.93E-4 3.90E4 |
248E-3 4.08E-5 3.38E-6 3.90E4 |
245E-3 4.90E-5 3.76E-6 3.90E-4
9.81E-3 2.94E-4 150E-5 3.90E-4
1.05E-2 6.99E-4 4.05E-4 3.90E-4
CCCG3 3.00E-3 4.45E-4 3.94E-4
2.52E-3 4.23E-5 3.94E-4
2.50E-3 5.09E-5 3.94E-4
7.51E-3 1.53E-4 3.94E-4
8.06E-3 5.47E-4 3.94E-4
CCCG2 3.00E-3 4.46E-+4
2.56E-3 4.37E-4
2.55E-3 4.46E-4
511E-3 4.46E-+4
5.55E-3 4.46E-4
1E-1
—o— Pts(k|4)
—&— Psg(k|4)
1E-2 — ¢ —Peg(k|4)
P —a— Pts(k|3)
. —4a— Psg(k|3)
= — & —Peg(k3)
] B3 o Psg(kl2)
Q
$ #
o
5 1E-4 |
& :
™~
1E-5 - h
~ ,
3
1E-6 ‘ ‘ ‘
1 2 3 4 5
Failure Multiplicity

Figure A3.1 Comparison of CCF parameters and SGFP entities in case of the Alpha Factors
for HPSI MOVs, failure mode ‘Failure to Open’ [NUREG/5497, Section 31] .
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HiDep Version 2.4
Extended Common Load Model
Avaplan Qy, April 2001

NAFCS-PR04

BE HPSI MOVs, Failure to Open, Best Estimate
2

Point estimate

CCF group size CLM parameters ND 15452.9
KmMax [ 6 ] p_tot [ 3.0E-3 | c_co 0.15 VfSum | 278.152
p_xtr 5.0E-4 C_CX 0.90 p_est 3.00E-3
Km Psg b Psg_x Psg Zk Peg Pes Pts Vk Sk/ND
0 0.999 1.27E-3  1.000 - 0.985 0.985 1.000 | 15215.1 1.000
1 2.50E-3 4.99E-4 3.00E-3 0.003 | 241E-3 1.44E-2 1.54E-2 | 224.24 1.54E-2
2 2.25E-5 4.09E-4 4.31E-4 0144 | 2.57E-5 3.85E-4 9.21E-4 5.29  8.76E-4
3 4.82E-7 3.66E-4 3.66E-4 0.849 | 3.76E-6 7.51E-5 5.36E-4 1.67 5.34E-4
4 1.92E-8 3.39E-4 3.39E-4 0925 | 457E-6 6.86E-5 4.60E-4 0.55  4.25E-4
5 1.22E-9 3.20E-4 3.20E-4 0.944 | 1.44E-5 8.64E-5 3.92E-4 0.02  3.90E-4
6 1.11E-10 3.05E-4 3.05E-4  0.955 | 3.05E-4 3.05E-4 3.05E-4 6.00  3.88E-4
LogLikeL -747.379
DeltaLL  0.222
1E+0
Psg_b
1E-1 — -~ Psg_x
—e—Psg
—> -Peg
3 —+ -Pes
1E-2 A\
> —a—Pts
£ --A--SkIND
)
5
9
o
Q
S B S S
3
& -
1E-4 v g
1E-5 N - X
\)k’ e
1E-6 t t f f f f
1 2 3 4 5 6 7 8

Failure multiplicity

Figure A3.2 CLM fit to the impact vector data for HPSI MOVs, failure mode ‘Failure to Open’

[NUREG/5497, Section 31] .
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Appendix Title Report No
Appendix 1  Dependency Defence Guidance PR12 PR12
Appendix 2 Dependency Analysis Guidance PR13 PR13

Appendix 3  How to protect against dependent failures
Appendix 3.1 Survey of defences against dependent failures PR0O5 PRO5
Appendix 3.2 Defence Assessment in Data PR20 PR20

Appendix 4 How to model and analyse dependent failures
Appendix 4.1 Model Survey PR04 PR0O4

App4.2Impact Vector Method PRO3 PRO3

Appendix 4.3 Impact Vector Construction Procedure PR17 PR17

Appendix 4.4 Pilot Application (See Impact Vector Application to Diesel Generators
PR10/Appendix 5.5)

Appendix 5 Data for dependent failures

Appendix 5.1 Data Survey and Review PR02 PRO2

Appendix 5.2 Data survey and review of the ICDE-database for Swedish emergency PR11
diesel generators PR11

Appendix 5.3 Qualitative analysis of the ICDE database for Swedish emergency PRO8
diesel generators PR0O8

Appendix 5.4 Updating the CCF Analysis of Control Rod and Drive Assemblies for the PR09
Nordic BWRs PR09

Appendix 5.5 Impact Vector Application to Diesels PR10 PR10
Appendix 5.6  Impact Vector Application to Pumps PR18 PR18
Appendix 5.7 Impact Vector Application to MOV PR19 PR19
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Synopsis

Impact Vector expresses the conditional failure probability, given an observed
Common Cause Failure (CCF), that different number of components would fail if an
actual demand should occur during the presence of CCF impact. In the group of ‘n’
components, which is exposed to CCF, Impact Vector contains ‘n+1’ elements, one
for each order of failure ‘m’, including the outcome ‘no failure’ (m = 0) and ‘all
failed’ (m = n). The elements describe the probability distribution for the outcome
states of a postulated demand.

Impact Vector is a generalized presentation of the demand outcome. It is especially
needed in such situations where the outcome is not perfectly known to be one certain
failure state, chances existing for different states. Such a situation typically arises
when CCF is detected in a periodic test and testing does not completely represent
actual demand conditions. For example, when a fuel leak is detected in testing a diesel
generator the test run will be promptly stopped to avoid fire risk. Furthermore, the
redundant diesel generators with eventually degraded fuel piping are neither
experimented by extensive load running test to verify if they would survive or burn
into inoperable state. It is left to the analyst to interpret the existing information from
the test and the failure mechanism in overall, including observations from the past
similar events, and to make assessment for the outcome in the case that an actual
demand had been imposed on the components (group of the redundant diesel
generators in the example).

Impact Vector provides to the analyst the necessary way to express the spectrum of
chances (or equivalently the uncertainty) by a distribution of the possible demand
outcome over different failure states. The principal method for Impact Vector
assessment is the use of alternative scenarios (hypotheses) about the CCF impact.
Impact Vector constitutes an interface from the CCF event analysis to the statistical
treatment and quantitative assessment of CCF probability.
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1. Introduction

1.1  Objectives

One of the basic tasks of NAFCS is the preparation of a guideline for Impact Vector
construction, starting from the method description and including examples of different
types of cases [NAFCS-PRO1]. The current issue of this report contains the
methodological part, while the practical instructions are moved to a separate report
[NAFCS-PR17].

The method description and construction guide will support the quantitative
classification and evaluation of CCF events. A pilot application has been conducted
for the diesel generators (DGs), see [NAFCS-PR10]. The more recent applications for
the centrifugal pumps and motor operated valves [NAFCS-PR18, NAFCS-PR19]
follow much the same procedure. It is expected that both the method description and
construction guide will be supplemented in the course of coming assessment work
with different types of components to cover more comprehensively special issues.
Also the spectrum of practical examples will be extended according to the cumulating
insights. The needed continued work will be summarized in Section 7.

Besides of the recent applications within NAFCS, this method description is based on
the experiences that have been cumulated in several earlier CCF analyses [ SKI TR-
91:6, SKIR-96:77, T314_TrC], including EdF pilot study for the Control Rod and
Drive Assemblies (CRDAs) [ICDE-S-EdF]. The early work on this task was
presented in the ICDE seminar in June 2001 [ICDE-S-ImpVe].

1.2 Scope

The construction of Impact Vector is basically developed as applicable to demand
failure probability. Application to failure rate based modeling will be generally
discussed and simplified approach presented. However, this issue still requires further
development, similarly as the treatment of time-dependence more generally.

The initial data collection of CCF event information is not handled here. This part of
the CCF analysis is well covered by the ICDE guideline [ICDECGO0]. For an integral
description of various CCF analysis parts, see [NUREG/CR-5485].

1.3 Report structure

Chapters 1-5 are made parallel in this method description (PR03) and construction
guide (PR17) in order to facilitate finding the additional background and explanations
from PRO3 when working in practice following the guide PR17. For this aim the
headings of the parallel sections are identical or similar. Some very basic definitions
are repeated in both reports. One argument behind this is to make the reports possible
to understand sufficiently well as stand-alone. Another argument is that the similarity
of key parts will support the linkage between the texts. The reader, for whom the
subject is new, is recommended to explore first the guideline [NAFCS-PR17] as a
concise tutorial. The annex of the guideline contains type examples of Impact Vector
construction.
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2. Impact Vector concept

This section presents the definition and theoretical background for the Impact Vector
concept. Connection to the probability entities of Common Cause Component Group
(CCCQ) is pointed out.

A large number of special terms are defined during the course of presentation. The
definitions are not collected anywhere. Such an annex for definitions is planned to be
contained in the future version of this method description and/or in the guideline. For
the time being the reader is recommended to use the ‘Find’ command to locate the
definition or introduction to a special term within the electronic document. A basic
definition of terms, mainly related to CCF event analysis, is presented in the ICDE
guideline [ICDECGO00], and more comprehensively in [NUREG/CR-5485].

2.1 Basic definition and assumptions

The Impact Vector describes the outcome of a demand placed on a group of
components, which constitute a CCCG. In a CCCG of size ‘n’ the Impact Vector has
‘n+1’ elements:

V. = [Vo, Vi, Vo, ..., Vo] (2.1)

In the basic case, where the functioning of each component at the demand is perfectly
known either successful or failed, the number of failures is exactly determined: the
Impact Vector elements are then zero, except vy, = 1 given that ‘m’ components
failed, e.g.

v = [1,0,0,...,0], when all components functioned (2.2)
v = [0,1,0,...,0], when one component failed, n-1 survived

v = [001,0,...,0], whentwo components failed, n-2 survived

v = [0,0,...,0,1], when all components failed

The majority of the demands are represented in practice by failure-free Impact
Vectors [ 1,0,0,...,0].

In order to be more precise in certain formulas it is important to show the total
number of components. The elements are then denoted by v, = v(m|n). The Impact
Vector entity alone, without showing elements, is denoted by bold letter.

Symmetry assumption

The normal assumption of CCF analysis is used also here as starting point: the
considered CCCQG is assumed internally symmetric and homogeneous. This means
that the component combination of certain order are equal with respect to CCF
impact. Consequently, they are not normally separated in Impact Vector. For
example, Impact Vector [ 0,0, 1, 0, ..., 0 ] represents all n*(n-1)/2 combinations
where some 2 out of n components fail, while the other n-2 survive. In order to follow
this line the assumption of internally symmetry and homogeneity has to be met in
sufficient degree, or it has to be postulated as a simplification. The parametric CCF
models also normally use this assumption.
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If there exists a significant asymmetry in the considered component group it is
possible to generalize Impact Vector definition (and CCF models as well) to handle
component combinations specifically. For example, in the case of four safety trains
(ABCD) the pairs (e.g. AC and BD) can be in the same room and share process
environment, while the physical and process separation is more efficient between the
pairs. In such a situation the train combination in a pair (AC or BD) are more
vulnerable to CCF that other combinations (AB, AD, BC, CD). The generalization of
Impact Vector to this kind of pair-wise symmetric case is straightforward, see
analogous generalization of a CCF model in [TC_PASDG].

Intact, degraded and failed state

When a failure (CCF) mechanism is present the conditional failure probability is
increased above the normal:

P{X} << P{X|E} < 1 (2.3)
where

E denotes the evidence about the failure mechanism present at a
given time point or during a given time period

In the above formula P{X} denotes the normal failure probability, i.e. long-term mean,
and X denotes the component failure at demand. For the conceptual introduction the
failure probability is considered here according to the time-independent simplification
except that the present failure mechanism implies a temporary increase (the more
developed time-dependent approach will be discussed later). The above conditional
failure probability is called as component degradation value (or impairment value):

d = P{X|E} (2.4)

The component degradation value can range between the low bound of normal failure
probability, which is called as intact state, and high bound of value one, i.e.
completely failed state. There is similar connection between Impact Vector and
conditional multiple failure probability as will be discussed in the following sections.
Besides, for practical convenience the normal (bottom line) failure probability will be
renormalized away as will be presented in Section 2.2.

The term ‘intact’ means in practical context that the present failure mechanism has no
or only negligible effect on the operability of the component.

The treatment of degraded component states is very central in the Impact Vector
construction, and will be discussed further in the following sections.

Independent or single failure

The single failure outcome [ 0, 1, 0, ... , 0 ] is traditionally called as “independent”
failure, and the number of such observations as ‘independent count’. The attribute
“independent” is, however, misleading because it may be just a coincidence for many
cases that only one component failed and other components remained intact.
Therefore, the term ‘single failure’ is preferred in this report in order to not confuse
‘dependence’ directly with observed failure multiplicity.
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It is also essential to understand the group context. Namely, the considered CCCG can
be broken up into one-component subgroups and disregard the connection information
when gathering the failure observations (as done in a data analysis for plain
component reliability). For example, when considering the observation that
component with index k = 1 fails and other n — 1 are operable, the Impact Vector for
the whole group ‘G’ and the subgroup ‘A’ composed of the first component are two
different entities:

Vo =[0,1,0,...,0] # va = [0,1]

The former entity carries the information what happens with the other components
while the latter disregards that information. In practical sense, the ‘single failure’
event in a CCCG (size two or more) excludes multiple failure event.

Connection to failure mode

The Impact Vector presentation is bound to failure mode similarly as component and
CCF models. The different functional failure modes require each a specific way of
treatment. Especially, latent and monitored failure modes should be kept strictly
separate because they differ significantly both regarding qualitative analysis and
quantitative treatment. The experiences show that the dependence characteristics can
be much different between the various failure modes of the component type.

Surveillance test versus actual demand

In some cases the surveillance test for a particular component and failure mode can be
regarded as complete as an actual demand in the meaning that the test outcome
perfectly tells what had been the outcome of an actual demand at that time point.
However, more often the tests are less complete. The observed degradation of the
component(s) at the test is then left for the interpretation and judgment regarding the
operability in actual demand conditions. One typical reason to this situation is that
testing of pumps, diesel generators and other kinds of rotating machines are stopped
once symptoms of degradation are detected in order to avoid catastrophic failure, i.e.
the operability is not completely verified by forcing the test to the end such as running
the component over required mission time under full load.

Another type of situation, where judgment is needed, is connected to staggered testing
without strict rule to test the redundant components always directly when one
component is found degraded or failed. In such a situation the observations of the
redundant components’ status will be spread over disjoint time points, and a crucial
question is, whether several components had failed, if an actual demand had occurred
during that period of time. Impact Vector method provides a systematic procedure to
handle the needed judgment.

The actual demands are relatively rare, and consequently the “hard” evidence
cumulating from them is sparse. The information from surveillance tests is much
more abundant, but mostly imperfect evidence, so the analyst is facing the “hard”
work of interpretation and judgment to benefit from test-based information. These
questions will be treated further in the next section.
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2.2 Degraded component states and Impact Vector

The Impact Vector method is really needed to consider such failure situations where
the operability of the components is observed degraded but not perfectly known to be
either completely failed or practically taken intact. Such a situation is typically
connected to the incompleteness of testing, compare to the discussion in the previous
section. The affected component is then called degraded, i.e. being in a state between
clearly operable and clearly inoperable state. Correspondingly, the elements of Impact
Vector will then attain values in the range (0,1) with the following interpretation:
vm = Conditional probability that some 'm’ components fail and
other ‘n-m’ survive given that an actual demand should occur
in the observed condition (2.5)

Similarly, component degradation value (also called impairment value) can be defined
in the following way

d« = Conditional probability that a specific component, indexed by
’k’, fails given that an actual demand should occur in the
observed condition (2.6)

It has to pointed out that the Impact Vector definition means that following equality
has to be met:

ivm =1 (2.7)
m=0

It can thus be said that the Impact Vector elements describe how the demand outcome
probability is distributed over different order of failure states.

There is no universal one-to-one correspondence between the Impact Vector and
component degradation values, see a more thorough discussion in [CR_ImpVe,
CR_ImpV2]. (Those work notes are available at the ICDE web site.) However, they
are fundamentally connected. The assessment of component degradation values is
easier, and they can be useful in the Impact Vector construction as will be discussed
later on, e.g. constructing upper and lower bound Impact Vector, see Section 5. An
obvious connection is that the highest order of non-zero elements in Impact Vector
equals to the number of components having non-zero degradation value. In
mathematical terms, if ‘m’ components are completely failed and ‘j° degraded, then
the highest order of non-zero elements in Impact Vector equals to ‘m+;j’.
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In practical analysis a somewhat different interpretation is used for Impact Vector and
component degradation values, deviating from the strict definition as conditional
probability, Egs.(2.4-6). Only the impact of the present (observed) CCF mechanism is
taken into account while the contribution of other failure mechanisms is neglected,
mathematically formulated:

v(m|n):P{ Y HXk|E}—PesNom(m|n) (2.8)

o(S)=m keS

dy =P{Xy |E}—Psgnom(1)

where
Pesnom(m|n)

Probability that some ‘m out of n’ components fail and
other ‘n-m’ survive in the average (nominal condition)

Psg(1) = Total component failure probability in the average (nominal
condition)

o(S) =  Order of subset S

E denotes the evidence about the failure mechanism present

at a given time point or during a given time period

The entities Pes, Psg and other Subgroup Failure Probability (SGFP) entities are
handled in more detail in [NAFCS-PR04].

The approximation sign is used in the renormalization equation, because in the case of
strong evidence about that the number ‘m’ of the components is completely failed
with certainty and the other ‘n-m’ are intact with certainty, Impact Vector is per
definition v(m|n) = 1 and v(jjn) = 0 for j # m, compare to Section 2.1. The nominal
probabilities are in practice small in comparison to value one. Similarly the
component degradation value is per definition equal to one for a component known
with certainty completely failed, while assigned to value zero for an intact component.
The presented renormalization is practically convenient, and will be followed in this
report. It has been followed — often, however, implicitly — also in the other
applications and literature. It has to be emphasized that the above approximations in
the numeric values are negligible in comparison to the uncertainties connected in
practice to Impact Vectors and component degradation values.

The practical meaning of the above renormalization is that the Impact Vector and
component degradation values are intended to describe the temporary impact of an
observed CCF mechanism. The active time period for the impact is from the
observation to the removal of the root cause(s), including the possible latent time for
standby components. The latent time is counted from the previous test time point
where no degradation was not yet observed. In the case of staggered testing it can be
different for different components in the CCF group. As already said, Impact Vector
method contains procedures to handle such situations.
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2.3 Test and demand cycles

The test cycles constitute renewal periods of the CCF mechanisms for standby
components (other types of components will be discussed later). Random actual
demands add renewal points, but are usually relatively infrequent in comparison to
tests. The Impact Vector will be used to express the group state, similarly as the
component degradation values to express the disjoint component states for each
renewal period, called as test and demand cycle (TDC). The coverage of all TDCs
(majority failure-free cycles) is not only needed for pure completeness but due to the
reason that certain CCF models and estimation methods require the complete
statistical information including the number of “successes”.

The number of TDCs is denoted as ’ND’, and is obtained from the random actual
demands and periodic tests basically as a simple sum:

ND = Nap *+ Nst (2.9)
where

Nap = Number of actual demands (on whole group)

Nst = Number of surveillance tests (on whole group)

It should be emphasized that the number of component demands is 'n*ND’. When the
observed population contains several CCCGs (assumed identical and homogeneous),
the number of TDCs for the pooled data is derived as the sum over the tests and
demands in the considered component groups.

The precise treatment of TDCs and latent time of degraded or failed states is
complicated in the case of staggered testing. There are principal differences in these
regards when using failure rate based modeling as will be discussed in Section 2.7.
Furthermore, in some cases a part of the tests or demands may concern only a
subgroup of the components. The Impact Vector construction for the non-symmetric
and other complicated cases will be discussed in Chapter 4.

24 Sum Impact Vector

Summing up the Impact Vectors over the TDCs of the observed population produces
a Sum Impact Vector (also called observation vector):
ND

V=2 vrpe) (2.10)
i=1

A capital letter will be used for the Sum Impact Vector in order to make distinction to
the basic Impact Vector that is connected to an individual TDC. It has to be
emphasized that the Sum Impact Vector is not anymore a conditional probability
entity. Instead, it represents the number of events for different multiplicities. Because
the sum of the elements of the basic Impact Vector is equal to one per definition, the
following applies to the Sum Impact Vector:

ivm:ND (2.11)

m=0

10
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The practical interpretation of the Sum Impact Vector is very straightforward:

Vo = Number of failure free TDCs

Vi = Number of single failure TDCs (2.12)
V= Number of TDCs with failure of multiplicity m

V., = Number of TDCs with failure of all components

L.e., the Sum Impact Vector merely represents the failure statistics arranged according
to failure multiplicity. The real power of Impact Vector method is, however,
connected to the generalization, where the elements need not be integer numbers, but
the statistical mass can be distributed as was discussed in Section 2.2. The elements of
a Sum Impact Vector can generally fall anywhere between [0, ND] but must satisfy
the normalization equation (2.11).

2.5 Impact vector for pooled population

If there are CCCGs of identical or closely similar components, and the groups have
the same size, the statistics can simply be pooled together. A typical situation of
pooling concerns same component groups at twin plant units. In more precise terms
pooling requires mutual homogeneity of the observed CCCGs, or postulation of that
for a specific analysis purpose. In practice pooling means that the number of TDCs is
added together and the Sum Impact Vector for the whole population is built as the
sum of all observed Impact Vectors.

It must be strongly emphasized at this point that the Impact Vector is always
connected to the size of CCCG, even though this is not necessarily indicated in the
shorthand notation. The Impact Vectors over CCCGs of different size cannot be
directly summed together. Combining statistics in these regards requires special
mapping up/down procedure, to be discussed in Chapter 6 (and of course, also mutual
homogeneity or postulation of that).

2.6 Connection to SGFP entities and parametric CCF models

As pointed out the Sum Impact Vector represents the failure statistics arranged
according to failure multiplicity. The expected number of events of different
multiplicity can be expressed as ND*Pes(m|n) using one of the basic Subgroup
Failure Probability (SGFP) entities, see [NAFCS-PR04]. Those in turn are connected
to the elements of the Sum Impact Vector in the following way:

ND.<Pes(m | n)> =V(m|n)=Vy (2.13)

Here the brackets <> indicate so called maximum likelihood estimation, i.e.
V(m|n)

(Pes(m|n)) = ND

(2.14)

This represents in fact so called Direct Estimation Method which is a basic alternative
to quantify CCFs. Similarly, the Impact Vector constitutes a general way of
representing failure statistics to many parametric CCF models as is discussed in more

11
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details in [NAFCS-PR04]. Compare also to the interpretation of the event-specific
Impact Vector as conditional probability of the various failure multiplicity as
discussed in the previous sections.

The other types of conditional probability entities are connected to Impact Vector
similarly as to Pes entity by the transformation rules of SGFP entities [NAFCS-
PRO4]. In some cases this connection can be very useful for the Impact Vector
construction. Furthermore, it provides a very logical route to define mapping up/down
procedures as will be discussed in Chapter 6.

2.7 Coincident multiple failures

A multiple failure is in most cases due to a clear shared cause or an identical
combination of causes, i.e. an ordinary CCF in its defined meaning. However, also
other types of multiple failures can coincidentally occur, i.e. components can have
different failure causes. A larger event statistics usually contains so called
“independent” double failures. The wording “independent” is, however, idealized.
Namely, there can be underlying shared causes such as decreased quality of
maintenance even to failures which seem to be different (e.g. different parts in the
components can be affected).

Due to possible non-visible dependence (which is strictly taken never possible to be
declared excluded) the “coincident” multiple failures are not recommended to be
excluded from the CCF event analysis. In a qualitative CCF analysis the emphasis
can, of course, be focused on ordinary CCFs. The Impact Vector can be constructed
following the same rules for any multiple failure or multiple degradation event. These
instructions follow consistently this approach: speaking of actual or potential CCF
events should be understood to generally cover all multiple events.

In the literature, e.g. in the basic reference [NUREG/CR-5485], a difference is often
made between the coincident multiple failures and CCFs with clear identical cause(s).
‘Shared Cause Factor’ is used to code the distinction, assigning value one to “clear”
CCFs and zero to multiple failures with evidently different causes, and intermediate
value to uncertain cases. This practice has migrated also to ICDE Coding Guide
[ICDECGO0]. This controversial issue will be discussed more comprehensively in
Annex 1.

It is thus recommended that coincident multiple failures are likewise covered in the
construction of Impact Vectors in a quantitative CCF analysis. This should be done at
least in a situation where complete non-screened event statistics is available. Often the
amount of coincident multiple failures is relatively small. Thus in practice the
discussed dilemma use to have only a small influence to the data analysis results.

The weak degradation cases (to be defined and discussed in Chapter 4) in where the

components are affected by different failure mechanisms, can often be neglected in
practice as the possible dependence is in those cases is insignificant.

12
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2.8 Implications of failure rate based modeling

Standby components, time-dependent model

In the failure rate based modeling (of a standby component) the principal difference —
in comparison to demand failure probability based modeling — is considering the
occurrence of failure as distributed in time. Basically the failure rate is assumed
constant, i.e. the likelihood of failure is same during any time interval of same
duration. The tests and demands constitute (for a standby component) time points of
failure detection or operability verification. It is still valid to think that the Impact
Vector represents the group state for the standby period based on the observation at
the test or demand ending the period. An alternative, more dedicated interpretation is
to regard Impact Vector as an outcome of a failure mechanism affecting the
components during the considered period. When using this interpretation the Impact
Vector can itself be considered as time-dependent entity, which can be a useful
generalization of the concept [T314_TrC].

The construction procedure is much the same irrespective of the modeling approach.
But the quantitative estimation is different as will be discussed in Section 3.4.

One more generalization is to divide the failure probability (of a standby component
at a demand) into demand and standby time related parts, i.e. so called q + At model.
This generalization also affects the quantitative estimation step, and can be regarded
as recommended option for specific applications such as the optimization of test
arrangements. The basic construction procedure of Impact Vectors still applies.

Monitored failure mode

The above discussion was concerned with standby components and failure modes
connected to startup or change of state at a demand. Regarding failures of normally
operating components, or more generally so called monitored failures, the situation is
fundamentally different. The likelihood of CCFs uses to be relatively small for the
monitored failures but can be nevertheless considerable in certain cases. For the
monitored failures it is natural to interpret the Impact Vector to represent the outcome
of a failure mechanism affecting the components during a specific time period. The
basic construction procedure of Impact Vectors still applies but the time spread of
failures has to be considered with respect to a defined critical time window, e.g.
required mission time in accident condition. These aspects will be discussed further in
Section 4.3.

Mixed cases

Finally, components can be intermittently operated or are started from standby for
operation over a mission time. In these cases it is advisable to treat startup and
operation period failures separately, which has been a standard approach for single
failures. It has to be emphasized that part of the failures during mission time, of
components that are normally in standby, should be considered in the same way as
start-up connected failures, i.e. not as ordinary monitored failures, because they can
develop in criticality during the standby time and are only detected in connection to a
demand or a test of sufficient operation time.

13
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3. Elements of Impact Vector construction and integration

This chapter discusses the procedure of the Impact Vector construction. The
methodological aspects for the basic steps are first considered in Section 3.1. It is
assumed that the reader is familiar with the more practically oriented instructions in
[NAFC-PR17, Chapter 3]. The other sections in this chapter deal with the integration
of Impact Vectors in data pooling, and describe the interface to the estimation of
failure probabilities and CCF model parameters.

The requirements for the input information such as the use of ICDE database and need
for supplementary plant information are discussed in the guideline [NAFCS-PR17],
and will not be duplicated here.

3.1 Basic steps

A flow diagram of the Impact Vector construction is shown in Fig.3.1. The following
subsections are devoted to the methodological specialties in the basic steps 1-5.

Definition of test and demand cycles

The meaning of test and demand cycles (TDCs) was already discussed in Section 2.3.
When the Impact Vector construction is done as a part of integral CCF analysis, it
may possible to precisely record all test and demand events. For example, see the
analysis of Safety and Relief Valves (SRVs) of Olkiluoto 1 and 2 in [SKI TR-91:6].
More usually such details are too laborious or even practically impossible to gather.
The accurate timing information is, however, vital only in the vicinity of occurred
CCFs in order to infer the observations at the preceding tests and remedial post-CCF
actions. For the CCFs with time-spread component events the time period of interest
can extend over several TDCs. For the time periods without CCFs it is sufficient to
just to count the number of tests that are efficient for the considered failure mode
(using the test interval defined in the Technical Specifications), actual demands
(recorded in plant transient log) and single component events (plant component
database). See further discussion in the connection of steps 2 and 4, concerning
failure-free TDCs and single-failure TDCs.

Some special failure (CCF) mechanisms may not be detectable in the periodic tests
during power operation but only in functional system tests and actual demands. Such
failure (CCF) mechanisms should be handled as a separate failure mode, or
equivalently by using virtual component and CCCG definition for this purpose.
Specific TDCs should be defined to correspond to effective detection points for the
failure mode (virtual component). The derived Sum Impact Vector has to be treated
separately still in the basic quantification, i.e. up to and including Step 7 in Fig.3.1.
The results can either be handled explicitly in the PSA model and applications or
added together with the contributions of other failure modes in proper way (the final
result will be same). This kind of separation can be needed also if various kinds of
complementary periodic tests with different coverage and efficiency are in use, e.g.
start tests, load tests and annual functional tests of diesel generators (DGs). For a
practical example, how to handle different types of tests and failure modes, see
[DGTS_B92].
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1. Definition of
test/demand cycles

2. Single failure
cycles

3. Multiple failure
cycles

¥

4. Failure free
cycles
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5. Sum impact vector
per observed CCCG
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/
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6. Integration of
sum impact vectors

7. Output to
probability estimation

Figure 3.1 Steps and flow of Impact Vector construction.
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The component group is asymmetric with respect to tests and demands, if only part of
the components are covered in certain tests, or if actual demands may be imposed to a
subgroup of the components. For example, the number of SRVs actuated by the plant

protection system in a BWR depends on the type of the transient. The asymmetric test
and demand patterns will be discussed in Chapter 4.

The above discussion of the TDCs applies to the latent failures of standby
components. For the monitored failures the situation is different. Besides, the failure-
rate based modeling (used for monitored failures) does not require the definition of
TDCs because failure-free periods are not a direct part of the model and estimation,
see further discussion in Section 3.4. On the other hand, the TDCs can nevertheless be
defined based on renewal points for the component condition. The primary option is
to assign the renewal cycles to time-based maintenance scheme. This can be both
informative for qualitative purposes and also facilitate a structured consideration of
time coupling of the component events. The component events that are on the same
cycle can basically be coupled (dependent), while if separated by one or more renewal
points the coupling is weak or negligible.

The standby components can have both latent failure modes (detected in tests and
actual demands) and monitored failure modes (detected by instrumentation directly or
by personnel that are frequently at the place). It is then natural to use the TDCs of
latent failures to the monitored failures as well.

Single-failure cycles

The meaning of plain single component events was discussed in Section 2.1, and the
input information to obtain their number ‘Ngjngle’ in connection to the number of
TDCs.

Many parametric CCF models, e.g. Alpha Factor Method, require the complete failure
statistics including singles as input to the parameter estimation. Besides, the singles
carry also qualitatively important information. For example, the relative share of the
root causes among singles in comparison to multiples (CCFs) can provide useful
insights about the efficient CCF defenses.

Weak CCF cases, where one component is failed and the same root cause is present in
the redundant components but at a very incipient state, can be effectively reduced to
single failure cycles. For qualitative analysis aims they can still be left among CCFs
but represented with Impact Vector of single failure cycle, i.e. [ 0, 1,0, ..., 0 ]. The
weak CCFs (weak degradation cases) will be discussed in more detail in Chapter 4.
The construction guideline presents suggestions for practical screening criteria in
these regards [NAFCS-PR17, Section 3.6].
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Multiple failure cycles

The most difficult part of the CCF analysis is the interpretation and assessment of the
multiple component events, which typically represent more or less fuzzy cases —
except those rare clear-cut cases, where certain components are observed to be
completely failed at the same time and the other components of the group are known
to be intact. As stated earlier, the main difficulty is connected to the need to make the
operability assessment with respect to actual demand conditions and typically based
on incomplete information from test observations. The following methods can be
used:

e Scenario method (earlier called mostly as hypothesis method; the “scenario” is
preferred here as the primary term in the connection to practical work, being type
of engineering assessment; the “hypothesis” carries the flavor of theoretical
exercise; however, the inbuilt subjectivity of the assessment work is not to be
undermined)

e Specific causal model, including time-dependent modeling
Parametric CCF models to support the assessment of conditional dependent failure
probability

The scenario method is the principal one and most practicable in general use. It will
be discussed here, while the other more specialized techniques in Chapter 4.

The scenario method uses alternate scenarios about the possible status of the
component group at the observed condition given that an actual demand should occur,
taking into account the preceding operational history and other pertinent information.
Compare to the earlier discussion of the degraded states and surveillance tests in
Chapter 2.

The scenario method (hypothesis method) is described comprehensively in
[NUREG/CR-5485, Section 5.5.2]. Table 3.1 presents a simple example, which has
been discussed in [CR_ImpV2]. (There are versatile examples based on the Nordic
experience in [NAFCS-PR10]).

Table 3.1  Example construction of Impact Vector using scenario method for a CCF event in
a group of three centrifugal pumps: pump A was regarded completely failed by
bearing damage, bearings of pump B were detected also degraded in an
additional inspection while pump C was largely unaffected.

Impact vector elements Element

Scenario Weight 0 1 5 3 sum
1. Only pump A would 0.9 0 1 0 0 1

fail given actual

demand mission
2. Pumps A and B 0.1 0 0 1 0 1

would fail ..., while

C would survive the

mission
Net Impact Vector 0 0.9 0.1 0 1
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The scenarios constitute alternative interpretations of the event. The weights represent
analyst’s prediction or belief about the chances of the different scenarios to be true.
The net Impact Vector for the event is obtained as weighted average over the
scenario-specific Impact Vectors v;:

N
Vnet = zWi Vi (3.2)
or equivalently for the elements
Vnet(m|n)= ZW, i(m|n)

where the weights of the N scenarios shall fulfill the following normalization

N
ZWi =1
i=1

At the simplest the scenario-specific Impact Vectors represent multiple failures of
various order, within the possible range that is indicated by the observations. If the
number of completely failed components is denoted by ‘m’, and additional degraded
components by j’, there will be a scenario for each multiplicity from ‘m’ up to ‘m+j’.
Thus the number of scenario equals to ‘j+1°, i.e. we see here the fact that the
assessment work is indeed connected to the observation of degraded states. If the
number of degraded states is large (in a highly redundant group), it may be advisable
to lay out scenarios only for selected principal multiplicities, because the information
can be vague for a finer distribution of the assessment. An example can be seen in
Table 3.2 (event OL2/85), see further discussion of the specific aspects for the highly
redundant groups in Chapter 4.

Generally, the scenarios need not be restricted to be represented only by multiple
failures (each of different order). The elements of the Impact Vector for a specific
scenario can also constitute a distribution over failure multiplicities. For example, one
possible scenario is the high bound Impact Vector and another the low bound Impact
Vector obtained by using maximum and minimum dependence between degraded
component states, see Chapter 5 for details. In some cases it is convenient to make a
shortcut by a joined scenario. For example, in a group of four components, when two
are detected completely failed and the other two degraded in testing, one scenario
could state that the degraded components would survive, Impact Vector equal to [ 0,
0, 1, 0, 0 ]; the other scenario could consider the possibility of higher order failure
with fifty-fifty chances between only one more and both two, which can be expressed
by (joined) Impact Vector [ 0, 0, 0.5, 0.5 ].

The weights for the scenarios need to be based on engineering judgment. The
construction guideline presents advices to enhance consistent and systematic
judgments. The above mentioned low and high bounds provide valuable backup to
event-specific assessment, see Chapter 5 for details.
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It is generally recommended to use scenario method by keeping to the actual available
evidence. Extrapolation to failure chances of those components, which were not
affected according to the evidence, is not recommended. That would be a kind of
extrapolation which is not meaning with the scenario method in the context of Impact
Vector construction and CCF data analysis (such activity belongs to modeling).
Furthermore, scenarios with small chances to higher order failure (very weak
degradation) should be disregarded. The possible statistical evidence is anyway so
small in such cases that it is useless for an ordinary estimation purpose but can on the
other hand give a misleading picture of the pertinent dependence level. Compare to
the further discussion of the weak degradation cases in Chapter 4.

Failure-free cycles

Beside of completeness the number of failure-free cycles ‘Nz’ is needed for the
estimation of certain parametric CCF models, especially when the estimation uses
Likelihood Function, to be discussed in more detail in Section 3.3. When exact
records are not available the total number of TDCs ‘ND’ can first be approximately
derived from the observation period, test interval and number of actual demands, and
then the number of failure-free cycles can be obtained backwards in the following
way:

NZero = ND — NSingIe - NCCF (33)

No high accuracy is needed for ‘Nz, . (The same applies also to ‘ND’.) Compare to
the discussion of TDCs in Section 2.3.

Sum Impact Vector

The Impact Vectors for all TDCs are added together to derive the Sum Impact Vector

for the considered CCCQG, failure mode and observation period, see illustration in

Table 3.2. For simplicity the single failure TDCs and failure free TDCs are lumped

together, respectively. The derivation of the Net Impact Vector for event ‘OL1/85’

will be discussed in more detail in Section 4.2. For checking purpose it is

recommended to add a column for the sum of Impact Vector elements on each row:

e for an individual Impact Vector the element sum shall equal to one

e for the joint Impact Vector of a time-spread CCF the element sum shall equal to
the number of covered TDCs

Table 3.2  Example derivation of Sum Impact Vector: electromagnetic pilot valves of BWR
safety/relief valves, failure to open, during 1981-88 [RESS_HiD]. Regarding the
derivation of the Net Impact Vector for event ‘OL1/85 see Table 4.3

Scen- Impact vector Element
Event ario Weight| 0 1 2 3 4 5 6 7 8 9 10 sum
OL1/85 1 0.5 2 2
2xFO + 2xFO |2 0.5 1 1 2
Net 0.5 1 0.5 2
OL2/85 1 0.8 1 1
3xFO + 7xNO |2 0.15 1 1
3 0.05 1 1
Net 0.8 0.15 0.05 1
Single FO 5 5
Success 26 26
Sum Impact Vector 265 5 1 08 05 O 0 015 0 0 0.05 34
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e for the lumped Impact Vector of a failure category the element sum shall equal to
the number of contained TDCs (this option is typically used for the single failure
TDCs and failure-free TDCs)

e for the Sum Impact Vector the sum shall equal to the total number of TDCs

3.2 Integration of Sum Impact Vectors

The integration of Sum Impact Vectors, i.e. pooling of data for different CCCGs will
depend on the degree of homogeneity and group sizes. Pooling is in any cases usually
feasible only for one certain component type and one specific failure mode.

Basic case - pooling over CCCGs with same group size

The Sum Impact Vectors of different CCCGs are directly additive only if the group
size is same and the groups are mutually homogeneous. In such a case the event data
could be simply pooled together, i.e. separate integration is not necessarily needed. In
practice it is often nevertheless wanted to keep CCCGs separately visible in the
pooled data, e.g. to facilitate transparency regarding the history of different plant
units.

Consideration of differences in group size

Pooling event data from CCCGs of different size requires so called mapping up/down

procedures to transfer data to a defined size of group. These procedures will be

discussed in more detail in Section 6, which concludes that

e mapping down is well founded, based on combinatorial analysis

e mapping up is controversial, includes necessarily also extrapolation of
probabilities into higher order

It is hence recommended not to use mapping up. Combining event data should be
done by mapping down the Impact Vectors of the larger group to the size of smaller
group for pooling aims. This effectively means that the combined statistical basis is
sufficient only up to the order of the smaller group, while for the higher order only the
statistics of the larger group is available. For certain CCF models, e.g. when using
CLM, the data pooling can be carried out by using a joint likelihood function for
parameter estimation, no size-related mapping is needed. Also direct estimation can
be performed without size-related mapping. These pooling aspects will be discussed
in more detail in Section 6.3.

Consideration of differences in design and/or CCF defense factors

Besides size-related mapping an adjustment may be needed to take into account
differences in design and/or CCF defense factors from source to target conditions.
Preferably such an adjustment should be based on some model. For example, CLM or
BFR model can be used for this purpose because the dependence parameters can be
adjusted in order to consider specific aspects but this requires experience about how
the parameters reflect various conditions.

A typical difference is concerned with the test arrangements, e.g. test interval.

Mapping of difference can be based on the fact that the failure probability (mean
unavailability) is crudely linear as the function of test interval.
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3.3  Output to the estimation of single failure probability and
dependence parameters

The Sum Impact Vector (or integrated Sum Impact Vector) constitutes an input to the
estimation of parameters for the CCF models. This subject is handled more
comprehensively for selected CCF models in [NAFCS-PR04]. Below is given a brief
introduction to Direct Estimation Method.

The point estimate of single failure probability is

_ <m.V(m|n)
(Peatt)= 2= N5 (5:4)

The point estimate expression for Pes(mn) entities was already presented in
Section 2.4, Eq.(2.8). Equivalently, one can estimate Pts(m|n) entities in the following
way:

_s(m|n)
(Pts(m|n)) = D (3.5)
where
s(m|n)= iv(km) (3.6)
k=m

V(m|n) = Sum Impact Vector, CCCG size being explicitly denoted

For completeness the point estimate expression for Psg entity is following (as can be
derived by the SGFP transformations from the expression for Pes entity, Eq.(2.8)):

(Psg(mn))= Y L ”‘"‘).v(km) (3.7)

b F@'(km

This reduces to Eq.(3.8) in case of m = 1. Notice that Psg entity is subgroup invariant.
Thus for two mutually homogeneous CCCGs of different size the following is valid:

Psg(m|na) = Psg(m|ng) , for m < min(na, ng) (3.8)
This aspect can be utilized to present a way of data pooling that uses direct estimation

approach to combine statistics from CCCGs of different size, see Section 6.3 for more
details.
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34 Failure rate based estimation

When estimating failure rates (single and multiple component events) the number of
TDCs, i.e. ND, is effectively replaced by the relevant observation time. The
estimation scheme is in other respects similar. Compare to the estimation procedure
used in Loviisa PSA implementing failure rate based modeling of CCFs [ICDE-S-
Vaurio].

Even though TDCs are not used in the (probabilistic) estimation for failure rate based
modeling, the concept can nevertheless be very useful, e.g. for screening purpose and
considering time-spread component events. For periodically tested standby
components the definition of TDC is identical irrespective of the estimation approach.
For intermittently operated components and failure mode in the operational state,
TDC is naturally associated with each operation period. For normally running
components TDC can be associated with the maintenance interval. Handling of pure
mission time failure modes is somewhat controversial but the basic assumption is to
handle each test and actual demand mission as one TDC. Compare to the general
discussion of these issues in Section 2.8.
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4. Special techniques

This chapter considers how to construct Impact Vectors for the various kinds of
complex event scenarios.

41 Time-spread events

It is quite usual that a failure mechanism contains time-dependent growing
degradation. Basic schemes are linear, saturating and accelerating growth. At the
simplest, acknowledging such a scheme can support the engineering judgment for the
Impact Vector construction. For a more systematic and transparent approach a
mathematical growth model can be used, see further discussion in Section 4.6.

Beside of growing degradation mechanisms there can be other stochastic phenomena
which produce variation in failure timing between components, i.e. deviation from a
simple shock-type CCF where a trigger event strongly synchronizes the failure times
of the components. The observation instances can furthermore be spread at time-
separated test points in staggered testing in the absence of rule-based additional test of
the remaining components given failure.

The basic advice is to consider the impact of time-spread CCF mechanisms jointly for
the consecutive test cycles, during which the influence exists. Effectively, the Impact
Vectors for the considered TDCs will be bundled. This allows more effective
reasoning, e.g. the alternative scenarios can allocate the failure chances in different
ways over the TDCs. A basic example is presented in Table 4.1, where two
components are observed failed at separate time points of consecutive TDCs. Weight
‘q’ represents the chance that the mechanism had led to a double failure in the same
TDC. The example is typical in the sense that the influence is divided over two TDCs,
and described by the bundled (sum) Impact Vector for those two TDCs, which are
numbered in the table for simplicity as TDC1 and TDC2. Correspondingly, the
element sum equals to 2.

Table 4.1  Example construction of Impact Vector for two failures detected in separate
TDCs (denoted as TDC1 and TDC2) in CCCG of size 3. The variability in failure
timing suggest that there is a chance of ‘q’ that the components had failed in the
same cycle (TDC1 or TDC2).

Impact vector elements Element

Event Scenario Weight | TDC 0 1 5 3 sum
One 1. Both components q/2 1 0 0 1 0 1
component fail in TDC1 2 1 0 0 0 1
fﬁg%ﬁ at 2. Both components q/2 1 1 0 0 0 1
another at fail in TDC2 2 0 0 1 0 1
TDC2 3. As detected 1-q 1 0 1 0 0 1

2 0 1 0 0 1
Net Impact Vectors 1 q/2 1-q q/2 0 1

2 q/2 1-q q/2 0 1
Bundled Impact Vector over TDC1 and TDC2 q 2(1-q) q 0 2
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The comparison of similar cases can give guidance about the strength of time-
coupling, or its opposite, the randomness of failure timing. In the ICDE coding and
classification ‘Time Factor’ is used to describe the degree of simultaneity, see
[ICDECGO0]. Time Factor originates from the American practice, which uses a
formula driven approach to consider time-spread events. This approach is generally
feasible as a simple procedure (will be commented in more detail in Annex),
reflecting the situation that is typical to a CCF data analyst in the USA as he (she)
may not know the details of test, operation, maintenance and inspection arrangements
of the components. However, if that kind of basic knowledge and detailed event
timing are available to the analyst, the dependence among distributed events can be
evaluated in a more specific way.

For any more complicated time-spread scenarios it is useful to draw a time chart
showing the component events, i.e. test observations and outcome of eventual actual
demands. An example is shown in Table 4.2 for the CCF affecting electromagnetic
pilot valves (EPVs) at the Olkiluoto plant in 1985 [RESS HiD]. Initially, two EPVs
were detected failed and two more degraded by a transient demand at Olkiluoto 1 in
September 1985. The additional tests with one months interval revealed more failures
before the root problem could be eliminated, see Table 4.2. The Impact Vectors are
assessed jointly for the two TDCs with double failure at each, see Table 4.3. The
general procedure, which is described in Table 4.1, is followed. The last observed
failure of one component was handled as a plain single failure. See further discussion
of this case and the use of more developed causal, time-dependent modeling in
Section 4.6.

4.2 Non-symmetric testing

The requirement of internal homogeneity applies especially to the test arrangements
in case of standby components. The test frequency and method (efficiency) affect
substantially both the component reliability and defense against CCFs. Staggering of
the tests across redundant components facilitates detection of CCFs and is an
additional feature to be taken into. Test staggering is connected to the possibility of
time-spread events as discussed in Section 4.1.

An example of non-symmetric testing is constituted by the safety/relief valves
(SRVs), which can be of two functional types at the BWRs: one type relieves steam
into suppression pool while the other type blows directly into containment
atmosphere. The first type can be tested in power operation state. The second type is
feasible to be tested only in overhaul outage. The SRVs blowing to the suppression
pool are typically tested once at the mid of power cycle, in addition to the tests when
shutting down to overhaul outage and starting up. Effectively, they have a test interval
of half year while the direct blowing SRVs have one year. Further examples of non-
symmetry can be found in auxiliary feedwater systems of BWRs, where only the part
of the trains connected to main feedwater lines can be fully tested in power operation
state. Typically, the test arrangements of otherwise identical containment isolation
valves can be different. Testing non-symmetry can be particularly relevant for so
called global CCF groups constituted of components in different systems.
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Table 4.2 Example case of CCF event affecting electromagnetic pilot valves at the
Olkiluoto Unit 1 in 1985 (a snapshot of operational history, CCCG size = 10).

Test/demand cycles
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Component 21222 Syntax:
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2 V180 F | F D = Degraded
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4 V182 F
5 V183
6 V184
7 V185 F
8 V186
9 V187 D
10 V188

o g8

S| 2| 3|

255§

Qs | =
5| 8|33
N — < <

Table 4.3  Construction of Impact Vector for the example case of CCF event affecting
electromagnetic pilot valves at the Olkiluoto Unit 1 in 1985.

Impact vector Element

Scenario Weight| TDC| 0 1 2 3 4 5 6 7 8 9 10 sum
1. As occurred 0.5 1 1 1

2 1 1
2. Four components| 0.5 1 1 1
fail at later demand 2 1 1
Net impact vectors 1 105 0.5 1

2 0.5 0.5 1
Bundled Impact Vector over 0.5 1 0.5 2
TDC1 andTDC2
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The component group can be asymmetric with respect to tests and demands also, if
actual demands may be imposed to a subgroup of the components. For example, the
number of SRVs actuated by the plant protection system in a BWR depends on the
type of the transient.

The basic approach to handle asymmetric testing is to break the considered group
(otherwise identical or closely similar) components into subgroups that are internally
symmetric for the test arrangements. The CCF data are processed separately for the
subgroup CCCGs. If there are reasonable statistics, this separation can provide
valuable insights about the influence of test arrangements through the comparison of
differences. For combining the data over the whole group the general instructions of
data pooling apply as handled in Section 3.2 and Section 6.

As an approximation the non-symmetry of the test arrangements may be neglected
and the considered group postulated as homogeneous. The implications of such an
approximation shall be clearly acknowledged and any such assumption documented
as part of the produced CCF data.

If failure rate based modeling is followed, the test interval and staggering is modeled
explicitly. The component failure rates and CCF rates can usually be assumed to be
independent of the test interval and staggering. Thus a break-up with respect to non-
symmetric testing may not be needed but nevertheless has to be considered when
classifying the events with respect to simultaneity (screening time window) and
considering time-spread events. In analogy to failure rate based modeling the demand
failure probability can be assumed linear as the function of test interval, which can be
used as mapping aid when pooling data (from subgroups with different test intervals).

4.3 Mission time CCFs

The treatment of mission time failures and CCFs in particular divide up into different
situations depending on if the components are considered as repairable (recoverable)

during the mission time. Compare also to the general discussion of failure rate based

modeling in Section 2.8.

If the repair (recovery) is not possible (not credited) during the mission time, the
treatment is similar to the failures at the start of demand. TDCs are associated to test
mission periods and actual demand mission periods. Often the test mission is less
demanding than actual mission, e.g. operation time in test may be short and/or
component is not fully loaded. Such differences have to be taken into account when
interpreting the criticality of the failure events. Some failure mechanisms that affect
mission time of components that are normally in standby can develop in criticality
during the standby time and are only detected in connection to a demand or a test.
They should thus be considered in the same way as failures connected to the start of
demand, e.g. regarding growing degradation and time spread.

If the repair (recovery) is possible (and credited) during the mission time, the situation

for the CCF treatment is analogous to monitored failures in general. CCF risk use to
be small in these cases and mainly connected to extrinsic hazards (causes outside the
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component). It is advisable to use failure rate based modeling in these cases. The
Impact Vector will be constructed for each failure event (single or multiple) following
the general instructions. The basic construction procedure of Impact Vectors still
applies but the time spread of failures has to be considered with respect to a defined
critical time window, e.g. required mission time in accident condition. A definition of
TDCs is not necessary and the 0" element of Impact Vector can be regarded as a
dummy variable (not used in the estimation). Although TDCs do not have direct
bearing they can nevertheless be defined for the sake of completeness and
consistency, e.g. as time periods (operating cycles) between maintenance and repair
time points.

4.4 Use of causal and time-dependent model

In complicated cases with several contributing factors the construction of a specific
causal model may be advisable. This approach can be especially desired in the cases
where time-dependence of the CCF mechanism is important. A practical example is
presented in [T314 TrC], which uses a state model (Markov model) to describe the
stochastic process of CCF detection and root cause elimination. The example
develops further the assessment for the CCFs of EPVs at the Olkiluoto plant in 1985,
which was initially treated (in simplified way) by the scenario method, compare to
Tables 3.2 and 4.3. A more recent example is the CCF of seawater pumps at Olkiluoto
2 in 1996, see case SF12 in [NAFCS-PR18]. The Event Tree method was used to
layout the scenarios in this case.

Constructing a dedicated case-specific model can be laborious. Fortunately, such an
effort is needed only in a small part of the CCFs. On the other hand, many of the
complicated CCF mechanisms are desired to be explicitly modeled, i.e. not adapted to
be covered by the data of parametric CCF models. For example, the recent pump
application contains such cases, see [NAFCS-PR18§].

4.5 Use of parametric CCF models to support Impact Vector
construction

In the complicated cases with incomplete knowledge about the contributing factors a
parametric CCF model can be used to support the assessment of the conditional
dependent failure probabilities for the considered CCF event [CR_ImpVe]. Compare
to the cases SF11-12 in the DG Pilot [NAFCS-PR10].

4.6 Highly redundant groups

The basic instructions of Impact Vector construction apply irrespective of the group
size. However, all difficulties of the assessment increase in higher order situations.
The amount of highly redundant component groups is small, and they use to be highly
reliable, which means that cumulating overall observations and insights about CCFs
are sparse.

One particular problem is that the number of degraded component states per event can
be large in a highly redundant group. It is then advisable to lay out the scenarios only
for selected principal multiplicities, because the information can be vague for

creating a meaningful fine distribution of the chances for every possible multiplicity.
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For the end uses such very detailed assessment is effectively not needed. Typically
only the probability of system function corresponding to a failure criterion, that ‘m
out of n’ fail, is of principal interest. The assessment should focus to this need. An
example can be seen in Table 4.3, event OL2/85: in addition to three completely
failed EPVs, all other seven EPVs were observed to be degraded. The Impact Vector
assessment was made considering chances of higher order failure at intermediate
multiplicity 3+4=7 and total failure of the group. Event though the Impact Vector
remains rather “discontinuous”, the other (conditional) SGFP entities behave rather
smoothly.

4.7 Lack of precise knowledge

It is often the case that the information for the analyzed event is limited and it is
impossible to reach more information due to resource and time constraints of the
analysis. Besides, for older events it may be impossible to find more information than
given in the records. In these cases it is advisable to define different scenarios
(scenarios) to cover all principal possibilities, and if there is too little evidence to a
specific assessment of the weights, a uniform distribution can be used across the
defined scenarios. The last resort is using bounding calculations that will be discussed
in Chapter 6, e.g. the defined scenarios could be

e conservative one (high bound) and

e optimistic one (low bound).

Weights can be assumed fifty-fifty if no specific information is at hand, i.e. uniform
(non-informative) distribution can be used.

4.8 Weak dependence cases

The situations with weak dependence fall in the following two categories:
e recurring component events (time coupling negligible) or
e component degradations that are detected early at incipient state

It is generally advised to skip these situations, i.e. neglect the possible small chance of
CCF because of the assessment difficulties in comparison to the uncertainties and
marginal statistical gain. The qualitative analysis aims may justify to carry with the
weak dependence cases, but preferably then in distinct categories. The construction
guide presents suggestions for practical screening criteria in these regards [NAFCS-
PR17, Section 3.6]. The recent applications provide practical examples of screening.

In certain special cases the impact of a CCF mechanism may have been present over
large number of test cycles related to non-perfect extent of periodic tests, e.g. during
the time between consecutive overhaul outages or from an overhaul outage up to a
random actual demand. In these kinds of cases already relatively weak influence to
conditional failure probability can cumulate as significant. For these cases a joint sum
Impact Vector shall be constructed to cover all affected TDCs. A particular additional
feature for the CCF mechanisms that can stay latent for a longer time can be
increasing degradation as the function of time. For the treatment of such a case, see
[T314 TrC].

28



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PRO03

5. Upper and lower bounds, uncertainties

The uncertainty analysis of CCF data is outside the scope of these instructions. It is a
separate task within NAFCS, compare to [PCMO01_4]. In this context it is just
emphasized the vital need to document the principal assumptions and judgments
during the course of the Impact Vector construction in sufficient detail to facilitate the
uncertainty analysis. Especially, when using the scenario method, the scenario vectors
and weights shall be documented, e.g. using a table format such as in Tables 3.1, 3.2
and 4.3. Detailed documentation is also needed for sensitivity analysis purposes.

5.1 Bounding considerations

In complicated cases it may help to make bounding considerations with pessimistic
versus optimistic assumptions. Because it is usually easier to assess component
degradation values than Impact Vectors, high and low bounds can be derived in the
following relatively simple way from them. The bounds are obtained as the range
allowed for multiple failure probability by the component degradation values when
they are interpreted as conditional failure probability of the individual components.
These bounds are determined by the basic laws of probability, and therefore useful to
know as backup to the specific assessment of Impact Vector, which should stay within
the bounds (assuming the assessed component degradation values are thrust on).
Compare to the further discussion of the use of the bounds in the Impact Vector
construction in Chapter 5. Compare also to the general discussion of the connection
between Impact Vector and component degradation values in Section 2.2.

In the earlier connections it was assumed that ‘m’ components are failed and
additional ‘j” degraded, while the remaining ‘n-m-j’ intact, compare to Eq.(3.5).
Compare to the discussion of failed, degraded and intact states in Section 2.1. Here
the generalized form of the calculation algorithms are used covering all components,
by setting the degradation value equal to zero for the intact components.
Correspondingly, the degradation value is set equal to one for the completely failed
components.

5.2 Low bound

The low bound is handled first as being simpler to define by the assumption that the
component degradation values are treated as independent conditional failure
probabilities. This means that for example in a subgroup of components 1, 2, ..., m the
following is valid, and similarly for the other subgroups:

PX1X2 .. Xm[E}2 P4 [E}PXo [E}. . PXm [E}=d1.da ..dny (5.1)
where

E = Considered CCF instance

d« = Degradation value of component 'k’

This inequality gives a valid lower bound if the existing dependence is positive as it
is in practical cases except some very special circumstances that must deserve a
special treatment if included in the event analysis.
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The calculation algorithms for Impact Vector elements (that correspond to Pes entity
in the interpretation of conditional failure probability) can be derived by standard
probability calculus, which is not presented in detail here. The obvious expressions
are given in Table 5.1, compare also to Table 5-8 of NUREG/CR-5485.

Table 5.1 Expressions for the low bound Impact Vector derived from the component
degradation values di, assuming them as independent conditional probability of

component failure.

Gr_oup Impact Vector Element vy;i,(m|n)
S28 1 m=0 m=1 m=2 m=3 m =4
n=2 (1—d1) di. (1—d2) dq.ds
(1-d2) da.(1-d4)
n=3 | (1-dy). d1 (1=d,).(1=d5) + dy.dp.(1—dg)+ dy.dp.ds
(1-d2). d2.(1-d1).(1-d3) + dy.ds.(1-d2)+
(1-da) ds.(1-d4).(1-d2) dy.d3.(1-d1)
n=4 | (1=d)). | di.(1=dy).(1=ds).(1-da)* | dr.dp.(1—=ds).(1—de)* | dy.dp.da.(1-da)* | dy.dp.dads
(1-dy). d2.(1=d4).(1=d3).(1=dg)+ | d1.d3.(1-d2).(1-d4)* | dy.d2.dg.(1-d3)+
(1-ds). d3.(1=d4).(1=d2).(1=dg)+ | d1.ds.(1-d2).(1-d3)* | dy.d3.dg.(1-d2)+
(1-d4) d4.(1-d1).(1-d2).(1-ds) d2.d3.(1-d1).(1-ds)+ | d2.d5.ds.(1-d4)
dp.da.(1=d1). (1—ds)+
da.da.(1=d1).(1=d)

5.3 High bound

An upper bound can be derived from the following fact based on the laws of
probability, when considering a subgroup of components S:

P{H Xk |E} <P{Xy|[E}=dk foreverykeS (5.2)
keS
thus

{H X |E} <M|n{dk}

keS

L.e., an upper bound is constituted by setting the chances of the failure of the whole
subgroup equal to the failure probability of the least degraded component. This
corresponds to the assumption of maximum dependence between the degraded
components. For the derivation procedure it is convenient to arrange the degraded
components into descending order of degradation value, which gives a
straightforward way to express the high bound, i.e.:

d12d2 2...2dk...2dn (533)

then for the high bound
PX1 X2 .. Xm[E}=dm , for1<m<n (5.3b)
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With the above sorting arrangement the high bound is obtained through
Vmax(Nn) = d, (5.4)
Vmax(M[n) = dp—dpeifor1<m<n-1
vMaX(Oln) = do

This result can be derived by using the corollary, that the assumption of Eq.(5.3b)
implies that if a specific component ‘k’ fails, then all more degraded components
(index j <k and d; = dy ) fail also. (The mathematics of the high/low bound derivation
could be described in more detail in a future task.)

This upper bound is guaranteed to give higher Impact Vector elements for the high
multiplicity (at or close to the total number of failed plus degraded components) than
the earlier discussed low bound. But it may not be so for intermediate multiplicity,
because weight is effectively placed towards high order failure. The exclusion aspect
and large number of component combinations for the intermediate multiplicity
contributes to this anomaly.

The discussed anomaly is illustrated in Table 5.2 with a typical case of four
components where one component is completely failed, one degraded and two others
in incipient state. For further illustration, the high bound probability of sorted
subgroups for the most degraded components is also presented, compare to Eq.(5.3).
For additional comparison interest, the other SGFP entities are derived from the
Impact Vector (considering it as Pes entity, for the transformations see NAFCS-
PRO4). It can

Table 5.2  High and low bounds for an example case of CCCG size 4.

Component Degradation Values k d
Components are sorted in the order of 1 1
descending degradation 2 0.5
3 0.1
4 0.1
High Bound Multiplicity
0 1 2 3 4 Notes
Impact Vector 0 0.5 0.4 0 0.1 Element sum = 1
PumaxXq ... X} 1 1 0.5 0.1 0.1 /<1
Pts(m|n) 1 1 0.5 0.1 0.1
Peg(m|n) 0 0.125 0.0667 0 0.1
Psg(m|n) 1 0.425 0.1667 0.1 0.1 [*2*
Low Bound Multiplicity
0 1 2 3 4 Notes
Impact Vector 0 0.405 0.495 0.095 0.005 |Element sum =1
Pts(m|n) 1 1 0.595 0.1 0.005
Peg(m|n) 0 0.101 0.0825  0.0238 0.005
Psg(m|n) 1 0.425 0.135 0.0288 0.005
Notes:

*1* For the most degraded m components
* 2 * In the mean for a subgroup of m components
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be shown, that in terms of Psg entity the high and low bounds stay in intuitively
correct order, see the example case, Table 5.2. The basic reason is that Psg entity is
not affected by combinatorics and exclusion aspect which “disturb” the other SGFP
entities. Due to this feature, that Psg entity describes the profile of probability
dependence in an intuitive way, it might be advisable to make the impact assessment
for certain complicated CCF cases with respect to Psg entity.

The recent applications provide additional information about the behavior of the high
and low bounds in varying cases, and about the practical uses of the bounds, see
especially DG Pilot [NAFCS-PR10].

5.4 Bounds for the general case of time-spread events

The procedure presented in [NUREG/CR-5485] contains a simple way to handle
time-spread events by using the Time Factor. The procedure covers also the Shared
Cause Factor. These two factors are included in the ICDE code classifications
[ICDECGO0].

This procedure will be adapted here for the purpose of bounding calculations. The low
bound will be discussed first. The following mutually exclusive hypotheses are made
regarding the time spreading of degraded - failed states connected to a CCF event (the
number of affected components is denoted by ‘j°):

L1) Component events happen simultaneously with overlapping effective
unavailability. In this scenario the component events concentrate on one TDC.

L2) Component events are evenly distributed with no overlapping effective
unavailability. In this scenario the component events divide up onto ‘j’ separate
TDCs.

The underlying assumptions behind the above hypotheses are basically optimistic as
they reflect the conditions of evenly staggered testing and do not consider the
scenarios where the unavailability states of a part of the affected components is
overlapping, or further combinations. Anyway, the assumptions form a suitable basis
for the simple low bound assessment.

The following probability is set for the hypotheses:
P{L1} = q.c (5.5)

P{L2} = 1-P{L1} =1-q.c
where

q = Time Factor

c = Shared Cause Factor

The Shared Cause Factor is controversial in the sense that so called coincidental
multiple failures can contain non-visible dependence and should not thus be excluded.
Therefore it is recommended to set ¢ = 1. Compare to the more detailed discussion of
this issue in Section 2.7.
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Next, the Sum Impact Vector over j TDCs shall be constructed for the two
hypotheses. For Hypothesis L1 it constitutes of vy, for one TDC (see Table 5.1) and
Vzero = (1, 0, ..., 0) for the other j-1 failure-free cycles. For Hypothesis L2 the Sum
Impact Vector is made up of vsingle = (0, 1, 0, ..., 0) for all j TDCs. The weighted
Sum Impact Vector is thus:

VLow = q-C-VMin+q-C-(j'1)-VZero+(1'q-C)-j-VSingle (55)

The construction of the high bound for the time-spread events follows the same
scheme. Firstly, vy, 1s replaced by vy, see Eq.(5.4). Secondly, the Time Factor
should reflect the high bound situation. As a first approximation the high bound value
for the Time Factor can be obtained by increasing the code class by one step, see
Table 5.3. The Shared Cause Factor is again forced equal to one. The mathematical
expression for the weighted Sum Impact Vector is thus:

Vhigh = Q.C.Vmax + q.C.(-1).Vzero + (1-9".C") . ] . Vsingie (5.6)
Table 5.3  Numeric values for the code classes of Time Factor.
ICDE code Description Low bound q High bound q”
H High 1 1
M Medium 0.5 1
L Low 0.1 0.5
N Null 0 0.1

It has to be emphasized that the presented bounds build up of the component
degradation values, which are based on assessments. It is often much easier to assess
the component degradation values than Impact Vector because in the latter the
dimension of multiplicity and dependence between degraded states are added, and
makes the assessment more difficult. Anyway, the component degradation values
contain also uncertainty, which should be taken into account in a comprehensive
uncertainty analysis.
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6. Mapping up/down

As pointed out in the introductory sections the Impact Vectors of CCCGs cannot be
directly combined together, or statistics transferred between them, if the groups have
different size. In order to transfer an Impact Vector from a ‘source’ group A to
‘target’ group B the following procedures are required:

e mapping down if the target group is smaller, i.e. if no > ng

e mapping up if the target group is bigger, i.e. if ny <np

Transferring failure event data requires also (sufficient) mutual homogeneity or a
postulation of that for a specific purpose, e.g. comparison aim. A basic option for
combining event data for the CCCGs of different size requires that a target group size
is defined, usually equalling to one of the considered groups.

The following subsections discuss the procedures starting from mapping down
because it is conceptually simpler.

6.1  Procedure for mapping down

Mapping down is theoretically equivalent to considering a subgroup (target group)
within a CCCG (source group). The assumption of mutual homogeneity between the
source and target groups corresponds to the internal homogeneity in the subgroup
analogy. The homogeneity in turn means that Psg entity is subgroup invariant, i.e.:

Pgs(m|ng) = Psg(m|na) for0<m<ng<nj, (6.1)

The concept of subgroup invariance is discussed in more detail in [NAFCS-PRO04]. It
offers the following very logical way to define the mapping down procedure using the
connection of Impact Vector to Pes entity, see Section 2.6:

Ve(m[na) = Pes(m|nalE) — Psg(m|nalE) (6.2.a)
= Psg(m|ng|E") — Pes(m|ng|E’) = ve/(ming)

where

E denotes the source event with Impact Vector ve(m|n,)

E’ denotes the event as mapped into target B

- denotes SGFP transformation

In this procedure the total number of TDCs is preserved, i.e.
NDg = NDa (6.2.b)

But there is also an alternative procedure, where the source event is mapped into each
subgroup of size np in the source group of size ns. The source Impact Vector is
mapped into subgroup Impact Vectors which then are summed together:

Ve(M|na) = Pes(m|nalE) — Psg(m|nalE) (6.3.a)
= Psg(m|ng|E") — Pes(m|ng|E’)

then Vg(m|ng) = Cmb(ng|na) - Pes(m|ng|E’)
where
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)

Binomial coefficient, i.e. number of different choices of
ng components among a group of size na

Cmb(ng[na)

In this procedure also the TDCs are mapped into subgroups, thus
NDg = Cmb(nB|nA) - NDa (63b)

The above two procedures are equivalent in the respect that the point (maximum
likelihood) estimates for multiple failure probability are same. The second procedure
produces more statistical mass into the target which can impact the statistical
uncertainty (... to be discussed further in the next stage). The practical interpretations
of the two ways are different:

e In the first procedure the Impact Vector is regarded as outcome of a CCF
mechanism for the given TDC. Consequently, it is natural to transfer only
statistics of one TDC to the target group

e In the second procedure the impact of the CCF mechanism is considered from the
point of each subgroup of the target size within the source group. Thus the
statistics of one TDC is mapped effectively into many target TDCs.

The first procedure is generally preferred in order to retain the statistical mass.

Especially in highly redundant systems the second procedure would yield to an
unreasonable amount of target TDCs.
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Table 6.1 gives an example where the event OL2/85 in Table 3.2 is mapped from
na = 10 down to ng = 8 using the first procedure. As a check the point estimate of
single failure probability is calculated using the estimation equation

(Psg(1|n|E)>=i.im.vE(mm) (6.4)
ND

m=1

Because of considering a single source Impact Vector and mapping it to one target
TDC (in Procedure 1), ND =1 in this case both for the source and target. Of course
this estimate equals to the value of Psg(1|n) as presented for the corresponding
calculation step in Table 6.1. It is interesting to notice that the statistical mass of
source element

e m =10 is mapped to target m = §,

e m=7is mapped to target m=7...5

e m =3 is mapped to target m=3...1

The logic behind this could be understood by following Procedure 2 but that is
omitted here for its complexity.

Table 6.1  Mapping down, an example of highly redundant case.

Size n= 10 8
Source Target
impact impact
vector vector
m Pes(m|10) Psg Pes(m|8)
0 1
1 3.95E-1 5.33E-2
2 1.73E-1 3.73E-1 The impact vector elements less
3 0.8 1.00E-1 3.73E-1 than 1E-10 are truncated to zero to
4 7.50E-2 compensate for the inaccuracy in
5 6.25E-2 7.00E-2 the numerical calculations
6 5.50E-2 7.00E-2
7 0.15 5.13E-2 1.00E-2 Zero elements are blank
8 5.00E-2 5.00E-2
9 5.00E-2
10 0.05 5.00E-2
<Psg(1|n)> 0.395 0.395
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Table 6.2 gives another example where a double failure of four components is
mapped into a target group of three or two components using the two procedures in
parallel for comparison purpose. Again the point estimate of single failure probability
is checked in the different cases. When using Procedure 2 ND =4 and 6 (equal to
Cmb) for the target groups of ng = 3 and 2, respectively.

It is again of interest to notice that in mapping from size 4 down to 3 the statistical
mass of source element of order two is distributed downwards over two orders and in
mapping from size 4 down to 2 it is distributed downwards over three orders.
Compare also to the discussion of this behavior in connection to Table 6.1. It is
generally valid that the statistical mass of element m is distributed downwards over
orders [m,m + ny - ng + 1].

It has to be pointed out that the single failure count is affected also in the mapping
down. The same procedure shall be followed for single failure TDCs as for other
Impact Vectors in general. This applies also to failure-free TDCs. It is peculiar to
notice that in the first procedure the number of failure-free TDCs is preserved but in
the second procedure it is increased by factor of Cmb(ng|na).

Table 6.2 Mapping down, an example of low redundant case.

Size n= 4 3 Cmb=4
Source Target
impact impact vector
vector Proc.1 Proc.2
m Pes(m|4) Psg Pes(m|3) V(m|3)
0 1 - - The impact vector elements less
1 5.00E-1 5.00E-1 | 2.00E+0 than 1E-10 are truncated to zero to
2 1 1.67E-1 5.00E-1 | 2.00E+0 compensate for the inaccuracy in
3 the numerical calculations
4
Zero elements are blank
<Psg(1|n)> 0.5 0.5 0.5
Size n= 4 2 Cmb=6
Source Target
impact impact vector
vector Proc.1 Proc.2
m Pes(m|4) Psg Pes(m|2) V(m]|2)
0 1 1.67E-1 | 1.00E+0
1 5.00E-1 6.67E-1 | 4.00E+0
2 1 1.67E-1 1.67E-1 | 1.00E+0
3
4

<Psg(1|n)> 0.5 05 0.5
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Owing to the linearity of SGFP transformations in particular, and the mapping down
procedures as a whole, mapping down can be applied to the Sum Impact Vector
(whole statistics) at once and need not be performed individually for each Impact
Vector and then summing them together for the target group. Separation can,
however, be motivated to show the contribution of individual events or event types.

The procedure presented here for mapping down is equivalent to the formulas
presented in [NUREG/CR-5485]. The presented procedure based on the use of SGFP
transformations is, however, considered preferable because of its general nature, and
because the transformation are relatively simple to program (for example by using
VBA for Excel) in comparison to the tedious direct formulas.

6.2 Procedure for mapping up

Unlike mapping down the upwards mapping is not simple scaling for combinatorial

aspects. Knowing a failure history in a smaller source group does usually not provide

direct nor sufficient evidence what had been the impact in a larger group. Namely,

owing to the larger number of components it is generally expected an increase in the

failure multiplicity for a given CCF mechanism. The situations can be divided into

three types

e The failure mechanism caused a single failure in the source group and does not
indicate CCF aspect. Then it is reasonable to assume that the failure mechanism
will cause also single failures in the larger target group

e All components failed in the source group and the failure mechanism shows
characteristics of a complete dependence (so called complete CCF or lethal
shock). In this kind of situation the failure mechanism can be assumed to result in
a total failure of the larger target group as well

¢ In the remaining cases the dependence falls between negligible and complete.
Additional judgment (extrapolation) is needed to support upwards mapping

These different situations will be discussed separately in the following subsections. In
upwards mapping it is logical to preserve the number of TDCs.

Single failure with negligible dependence

These kinds of failure mechanisms are expected to cause only single failures
irrespective of the group size. The expected number of single failures is, however,
proportional to the number of components in the observed group (assuming the same
number of TDCs). Consequently, the following rationale can be followed in mapping
upwards:

(0, 1, 0, ey 0) d (1—nB/nA, nB/nA, 0, cee 0)

Doing it in this way means that the negative zero element of the target Impact Vector
takes care about decreasing the number of failure-free TDCs by the same amount as
the number of single failure TDCs is increased. (Notice that in upwards mapping
ng/na > 1.
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Complete CCFs

As said in case of complete CCFs it is reasonable to assume the total failure of the
target group as well. Thus the highest order element of the target Impact Vector is set
equal to one and other elements to zero.

Intermediate dependence case

The crucial question in this kind of observed failure mechanism is how likely more
components could be affected in a larger group. [NUREG/CR-5485] uses a rationale
based on the concept of non-lethal shock in the Binomial Failure Rate (BFR) model.
The conditional probability of component failure is described by parameter p. Each
element of the source Impact Vector is mapped upwards by using this conditional
probability. The combinatorial factors are derived from the analogy with
corresponding downwards mapping. Nevertheless, the procedure is not reversible, i.e.
mapping back downwards the Impact Vector, which is derived by mapping upwards,
does not result in the original Impact Vector started from. The problem is even more
complicated because generally for a given source Impact Vector there may not exist at
all an Impact Vector in the larger group that would produce the source Impact Vector
by mapping downwards. Surprisingly, this dilemma has not been discussed in the
basic references, e.g. in [NUREG/CR-5485]. Some good examples could be presented
in a future task to illustrate the discrepancies.

It is also questionable to use same parameter value of p irrespective of the failure
multiplicity. All experiences show that generally the conditional probability of
additional failure in a CCF increases as the function of failure multiplicity.

One developed and robust way for mapping up is to use a subgroup invariant CCF
model, e.g. BFR model (in full, not restricted to non-lethal shock part) or CLM. The
dependence (model) parameters are estimated based on a given source Impact Vector,
1.e. for a statistics of one observed failure history (for one TDC) in the source group.
The obtained model parameters are then used to generate the corresponding Impact
Vector in the target group for one TDC. In fact, CLM has been used in some
occasions for this purpose, compare to [CR_ImpVe].

Because of the conceptual complexity and also due to uncertainty in the extrapolation
to higher multiplicity it is recommended not to use upwards mapping. The next
subsection will discuss the practical ways to handle data from CCCGs of different
size without using size-related mapping. The upwards mapping is a topic for further
elaboration. For the time being it is not meaningful to present the formulas for
mapping up in this report.
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6.3 Practical aspects

So it is recommended that mapping up is not used due its controversial features and
also due to the uncertainties in the extrapolation that is a necessary part of upwards
mapping. Mapping up can be avoided in comparisons or pooling of data from CCCGs
of different size by mapping only downwards from the larger groups to the smallest
CCCG.

It is worth to notice that for certain CCF models the data pooling does not require any
mapping at all. For example, the estimation of CLM parameters can be done for a
pooled statistics from CCCGs of different size by composing the joint likelihood
function (product of the likelihood functions for each CCCG). This provides a
mathematically rigorous solution to avoid size-related mapping.

It is possible to make direct estimation (of SGFPs) without mapping in case of data
pooling from CCCGs of different size. In short the direct estimation pooling uses the
following expression (note homogeneity assumption and sub-group invariance
property of Psg entity)

ND4 .(Psg(m|na)) +NDg.(Psg(m|ng))
NDA +NDB (65)

(Psg(m|n)) =
form<n=min(np,ng)

where < Psg(m|na) > and < Psg(m|ng) > are group-specific estimates,
compare to Eq.(3.11)

The estimates of higher order elements m > min(n,, ng) can be based only on the
statistics of the larger group!

Of course, the best solution is to use CCF data from a given size of CCCG only for
that group size.

It must be understood that the homogeneity assumption is in the practical cases at the
best only a good approximation when transferring data from one plant to another or
when combining data. The difference in the size of CCCQG itself can imply differences
in the physical separation, in test/maintenance arrangements and in other coupling and
defense factors. In addition there can be other differences in the actual conditions.
Indeed, the DG Pilot revealed significant difference in the CCF event rate and general
dependence level between group sizes 2 and 4, see [NAFCS-PR10, Section 2.1].

Pooling approximations must, however, often be accepted due to sparse data about
CCFs. Besides, there are many other uncertainties connected to the interpretation of

the CCF events and probabilistic estimation.

The topic of data pooling in different circumstances is also one of the subjects for
further work.
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7. Concluding remarks

This report has been directed to the methodology of plain Impact Vector construction.
The interface with the event analysis, CCF parameter estimation, uncertainty analysis
and data storage (still pending task areas within NAFCS) can require supplements and
refinements in the future version of this report, construction guide [NAFCS-PR17]
and/or other NAFCS documentation.

At this point the need for a detailed documentation of Impact Vector construction has

to be emphasized once more, for the following needs especially:

e review and understanding of data origin, e.g. in connection to update needs

e transferring data to another target group, e.g. to another plant with specific
differences

e performing uncertainty analysis requires the knowledge about the principal
assumptions and judgments, e.g. documentation of the cases analyzed by scenario
method should include the scenario vectors and weights

The instructions in these regards belongs more to the construction guide but are not
fully covered in its current version.

The tools for Impact Vector construction, pooling and integration should be collected
in a toolbox to facilitate practical work. Seamless integration of the tools with other
CCF database tools (event analysis, estimation, uncertainty analysis) is needed.

It is suggested that further examples are elaborated to cover more comprehensively
different situations for constructing Impact Vectors. Most efficiently this will be
accomplished in parallel to cumulating expertise from continued quantitative analysis
tasks of NAFCS, as started with the DG Pilot [NAFCS-PR10]. It would be optimal to
create a practical case to be used throughout the method description and construction
guide as the main example (or rather a series of examples) to illustrate the basic
aspects of various steps in a consistent manner.

There are also several specific methodological topics that would require further

elaboration:

e Transferring CCF data (Impact Vectors) to different target conditions

e Data pooling in general

e Controversial mapping up, possibility to define a reversible procedure

e Enhanced coverage of Impact Vector construction from the perspective of failure
rate-based modeling, which is split in the current version. Especially, the special
aspects of the CCFs with time-spread component events should be looked
regarding any implications for the analysis
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Acronym Description

BFR Binomial Failure Rate (Model)

CCCG Common Cause Component Group

CCF Common Cause Failure

CLM Common Load Model

CRDA Control Rod and Drive Assembly

EPV Electromagnetic Pilot Valve

DG Diesel Generator

SGFP Subgroup Failure Probability

SRV Safety/Relief Valve

TDC Test/Demand Cycle

ICDE International CCF Data Exchange

NAFCS Nordisk Arbetsgrupp for CCF studier
(Nordic Workgroup for CCF Analyses)

PSA Probabilistic Safety Assessment

SKI Swedish Nuclear Power Inspectorate

44




NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PRO03

Annex 1: Comparison and discussion of the inconsistencies
for Impact Vector definition in literature

This annex collects more comprehensive critical discussion about certain details in the
definition of Impact Vector and construction procedure. In the current version the
focus is on the US reference [NUREG/CR-5485] which can be regarded as a basic
source. Despite of the criticism on some details the value of this source is
acknowledged as an important cornerstone on the subject field.

Singles and multiples

Elaboration of the broader versus narrower definition of the following concepts:
e Dependent multiple failure versus CCF
e Single failure versus independent failure

Compare to Section 2.7.

For example, strictly following the narrow definition for CCF (related to ‘Shared
Cause Factor’) leads to inconsistent handling of probability mass in the case
considered in the lower part of page 60 in NUREG/CR-5485. Assuming that both two
components failed simultaneously, the Impact Vector should straightly be (0,0,1)
irrespective of the causes. The plain counting of multiple failures has the advantage
that all underlying dependencies are covered, not only the visible ones, besides of
simplifying the event analysis. The pointed problem in the US approach is related to
the incomplete coverage of single component failures and success events, due to the
history that component reliability data collection and CCF data collection have been
separated activities (in the USA).

Time-spread events

The instructions given in Section 5.5.2.2 of NUREG/CR-5485, using Time Factor to
describe the coupling, can be used as a simple procedure when handling the time-
spread dependent events. It should, however, be noticed that those instructions reflect
the situation that is typical to a CCF data analyst in the USA as he (she) may not
know the test, operation, maintenance and inspection arrangements of the
components. If that kind of basic knowledge and detailed event descriptions are
available to the analyst, the dependence among distributed events can be evaluated in
a more specific way.

There is also a shortcoming in Section 5.5.2.2 of NUREG/CR-5485 when handling
separated events, namely inconsistency in counting single failures and TDCs (already
mentioned in the preceding section). For example, in case of two failures at separate
time points (consecutive TDCs) and weight of ‘q’ for the chance that the mechanism
had led to a double failure in the same TDC, the Impact Vector construction should
follow the scheme of Table 4.1. Compare to ‘Average Impact Vector Calculation’ in
Section 5.5.2.2 and Case 2 of NUREG/CR-5485, where the corresponding result is [0,
2(1-9), q, 0, ..., 0], i.e. normalization with respect to pertinent TDCs is missing. It is
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advisable to construct a joint (sum) Impact Vector to cover all affected TDCs for a
time-spread CCF mechanism. Compare to Section 4.1.

Quantification procedures skipping Impact Vector construction

Some quantification procedures do not use the Impact Vector as (explicit)
presentation step of observed failure statistics. The count of failures and degraded
component events are “directly” entered into estimation formulas. Further review and
comparison with the references (German, UK) using these kinds of estimation
procedures could be an interesting future task.
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Impact Vector Construction

1. Introduction

This section presents the objectives and scope of the instructions, and the regime of
implementation. The last subsection describes the document structure.

1.1 Objectives

One of the basic tasks of NAFCS is the preparation of a guideline for impact vector
construction, starting from the method description and including examples of different
types of cases [NAFCS-PRO1]. This report contains the practical instructions, while
the methodological part is contained in a separate report [NAFCS-PRO3].

The method description and construction guide will support the quantitative
classification and evaluation of CCF events, being started by a pilot work for the
diesel generators [NAFCS-PR10]. It is expected that both the method description and
construction guide will be supplemented in the course of coming assessment work to
more comprehensively cover special issues. Also the spectrum of practical examples
will be extended according to the cumulating insights.

1.2 Scope

The construction of impact vector is basically developed as applicable to demand
failure probability but the instructions presented in this guide apply also to the use of
impact vectors to failure rate based modelling. The actual difference is related to
estimation stage as discussed in more detail in [NAFCS-PRO3]. The presented
instructions apply to component groups of both low and high redundancy, but is
basically assumed that the group is internally homogeneous, or a postulation of that is
reasonable, which is a standard assumption in CCF analysis. It has to be pointed out
that the complexity of phenomena and difficulty of assessment increase as the
function of redundancy level.

These instructions assume that the event information is gathered, classified and
documented according to ICDE frame [ICDECGO0], or to another comparable extent.
Especially, it is assumed that the CCF events are identified as input information to the
impact vector construction, i.e. the CCF identification and screening steps are not
discussed here.

1.3 Report structure

Chapters 1-5 are made parallel in the method description (PR03) and this construction
guide (PR17) in order to facilitate finding the additional background and explanations
from PRO3 when working in practice following the guide PR17. For this aim the
headings of the parallel sections are identical or similar. Some basic definitions are
repeated in both reports. One argument behind this is to make the reports possible to
understand sufficiently well as stand-alone. Another argument is that the similarity of
key parts will support the linkage between the texts.
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2. Impact vector concept

This section presents the definition and theoretical background for the impact vector
concept, which forms a link from CCF event data to the estimation of dependent
probabilities for a Common Cause Component Group (CCCGQ). It is assumed that the
reader and user of this guideline is well familiar with the ICDE coding guideline
[ICDECGO00], and with the definitions presented there. The key terms that are highly
relevant for the impact vector construction are Component Impairment Value, Time
Factor and Shared Cause Factor.

This guideline uses a large number of special terms which are defined during the
course of presentation. The definitions are not collected anywhere. Such an annex for
definitions is planned to be contained in the future version of this guideline and/or in
the method description. For the time being the reader is recommended to use the
‘Find” command to locate the definition or introduction to a special term within the
electronic document.

2.1 Basic definition

The impact vector describes the outcome of a demand placed on a group of
components, which constitute a CCCG. In a CCCG of size ‘n’ the impact vector has
‘nt1’ elements:

v = [V, ViV, oo, Vi ] (2.1)

In the basic case, where the functioning of each component at the demand is perfectly
known either successful or failed, the number of failures is exactly determined: the
impact vector elements are then zero, except v, = 1 given that ‘m’ components failed,

e.g.

v = [1,0,0,...,0], when all components functioned (2.2)
v = [0,10,...,0], when one component failed

v = 1[0,010,...,0], whentwo components failed

v = 1[0,0,...,0,1], when all components failed

If it is important to show the total number of components, the elements can be
denoted by vy, = v(m|n). The impact vector entity alone is denoted by bold letter.

In the context of CCF event analysis the impact vector is used to describe all
historical demands covering both actual demands and test demands. The majority of
the demands are in practice failure free impact vectors [ 1, 0, 0, ..., 0 ]. The practical
aspects what is meant by the demand will be discussed in Section 2.5.
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2.2 Connection to component impairment values

The impact vectors are really needed to describe the more general outcome conditions
from such cases where the functioning of every component is not perfectly known, i.e.
component state index - called as component impairment or degradation value d - can
fall in the range (0,1). Correspondingly, the elements of impact vector will then attain
values in the range (0,1) with the following interpretation:
Vm = Conditional probability that some 'm’ components fail and
other ‘n-m’ survive in the conditions at a given demand and
preceding operational history (2.3)

Similarly, component degradation value can be defined in the following way

d« = Conditional probability that a specific component, indexed by
’k’, fails in the conditions at a given demand and preceding
operational history (2.4)

There is no universal one-to-one correspondence between the impact vector and
component degradation values. The assessment of component degradation values is
easier, and they can be useful in the impact vector construction as will be discussed
later on, e.g. constructing upper and lower bound impact vector, see Chapter 5. An
obvious connection is that the highest order of non-zero elements in impact vector
equals to the number of components having non-zero degradation value.

It has to pointed out that the definition means that following equality has to be met:

ivm =1 (2.5)
m=0

It can thus be said that the impact vector elements describe how the demand outcome
probability is distributed over different order of failure states.

2.3 Test and demand cycles

An impact vector represents the outcome of each test or demand. The number of
tests/demands is denoted as "ND’ and correspondingly the observation period is
divided into same number of test/demand cycles (TDCs). When the observed
population contains several CCCGs (assumed identical and homogeneous), the
number of demands is derived as sum over the tests and demands in the considered
component groups. It should be emphasized that the number of component demands
is 'n*ND’.

2.4 Sum impact vector
Summing up the impact vectors over the TDCs of the observed population produces a
sum impact vector (also called as observation vector):

ND

V=> vrpeg) (2:6)
i=1

A capital letter will be used for the sum impact vector in order to make distinction to
the basic impact vector that is connected to an individual TDC. It has to be
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emphasized that the sum impact vector is not anymore a conditional probability
entity. Instead, it represents the number of events for different multiplicities. Because
the sum of the elements of the basic impact vector is equal to one per definition, the
following applies to the sum impact vector:

ivm =ND (2.7)

m=0

The interpretation of the elements in sum impact vector is very straightforward:

Vo = Number of failure free TDCs
Vi = Number of single failure TDCs (2.8)
Vi = Number of TDCs with failure of multiplicity m

Vh

Number of TDCs with failure of all components

L.e., the sum impact vector merely represents the failure statistics arranged according
to failure multiplicity. The real power of impact vector method is, however, connected
to the generalization, where the elements need not be integer numbers, but the
statistical mass can be distributed as was discussed in Section 2.2. The elements of a
sum impact vector can generally fall anywhere between [0, ND] but must satisfy the
normalization equation (2.7).

2.5 Practical interpretations

There are following important aspects to be taken into account in the impact vector

construction:

e The most part of the event information comes through periodic tests which do
often not perfectly represent an actual demand. For example, it is usual that during
a load running test of a DG it will be promptly stopped after observing operational
anomaly. The test will not be forced to continue over the length for a needed
actual mission time to really verify whether the DG would fail or survive, in order
to prevent additional often extensive damages. Another example is the exercise
test of a closing valves in the standby condition of a train without actual pressure
difference and flow conditions that can influence on the vulnerability to jamming.
It is these kinds of situations, where the impact vector assessment is basically
needed, to evaluate what would be the influence of the CCF mechanism if an
actual demand should occur during the presence of the degraded-failed state. The
assessment should take into account the pertinent evidence based on the
observations from the tests, measurements, findings of any undertaken inspections
or investigations, observations from the repair actions etc. — incorporating also
other historical information and all engineering knowledge

e The impact vector presents the influence of the occurred CCF mechanism (a
particular instance) in terms of increased conditional probability of multiple
failure during a certain time period when the degraded-failed state is present,
typically during one test cycle

e (ases worth to cover in quantitative analysis shall have significant conditional
probability of multiple failure from the presence of a CCF mechanism. The weak
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influence can in certain special cases cumulate as significant if the degraded-failed
component states are present (latent) for a longer time period.

The last two aspects can be illustrated by an example for a group of two DGs. A total
single failure probability 0.02 and Beta Factor 5% means Pes = {0.96, 3.9E-2, 1.0E-
3} for the probability of no failure, single failure and double failure, respectively. For
a potential CCF the impact vector element of order two should be clearly higher, i.e.
v(2|2) >> 1E-3 for a significant case. With “weak” cases the statistical gain is small
but the connected uncertainty large and assessment work difficult. A practical
justification to cover also “weak” CCF cases may be qualitative and completeness
aims, but preferably in separate baskets, e.g. as distinct category for ‘recurring
failures’ and another for ‘latent degradation cases’. The screening in these respects
will be discussed further in the coming sections, especially in Sections 3.6 and 4.2-3.

Handling of the cases with a long latent time of presence will be discussed in more
detail in Section 4.4.



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PR17

3. Instructions to construct impact vectors

This section presents step-by-step instructions to construct impact vectors. The basic
construction procedure uses alternative hypotheses about the failure impact.

The general flow of the impact vector construction is presented in Fig.3.1. Steps 1-5
are concerned with the basic construction for the failure history of a given CCCG and
for a defined component failure mode and observation period. In practice often the
data of identical or closely similar groups of the same size are pooled together. In a
general case the analysis may be concerned, for example, with CCCGs of varying size
from different systems and/or plants. Steps 6-7 integrate the impact vectors for the
estimation of reliability and dependence parameters. These last steps constitute the
interface to the statistical estimation and are handled in the method description
[NAFC-PRO3].

The classified information including event descriptions such as contained in the ICDE
data are in most cases sufficient for the impact vector construction. In more complex
cases, and even generally where the analyst feels uncertainty, it is necessary to get
hold of plant event reports, eventual incident reports or special investigation reports as
well as to contact plant specialist to verify correct understanding and interpretation of
what happened. This was a main lesson learnt in the DG pilot [NAFCS-PR10]. It
would be optimal to construct impact vectors in parallel to the ICDE data collection.

3.1  Definition of test/demand cycles

In the basic case TDCs are related to actual demands and periodic tests, which
challenge all components in equal way. The number of TDCs will be then:

ND = Nap + Nst (3.1)
where

Nap = Number of actual demands (on whole group)

Nst = Number of surveillance tests (on whole group)

Often the number of actual demands is relatively small, and may be difficult to obtain.
In such cases it is reasonable to (conservatively) approximate the number of TDCs by
the number of tests, which can be calculated from the observation period by dividing
with the test interval. In more complicated cases some of the tests or demands may
concern only part of the components. Such non-symmetric cases are discussed in the
method description [NAFCS-PRO3].

Time between consecutive test/demand events is considered in standard way as the
standby period for the components, representing normally the maximum latent time of
a failed condition (for the considered failure mode). Additional test after failure will
be combined with the initial test. If the additional test is more efficient bringing up
additional evidence, that should be taken into account depending on the case.
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1. Definition of
test/demand cycles

2. Single failure
cycles

3. Multiple failure
cycles

¥

4. Failure free
cycles

¥

5. Sum impact vector
per observed CCCG

\ /
/
/
| 4

6. Integration of
sum impact vectors

7. Output to
probability estimation

Figure 3.1 Steps and flow of impact vector construction.
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3.2 Single failure cycles

TDCs with single failure are represented by the basic impact vector:
v = [0,1,0,..,0] (3.2)

Often in CCF analysis the number of mere single failures (single failure cycles) — also
called as independent count — has to be obtained separately. When using ICDE data,
the independent count is available from the CCCGs statistical record (field S5).

3.3  Multiple failure cycles

A TDC with actual failure of multiplicity ‘m’ and other ‘n-m’ components known to
be intact is represented by impact vector:

Ve = 1 (3.4)
0, whenk#m

Vk

In case of a multiple event with ‘m’ failed and additional ‘j” degraded components,
the general form of the impact vector is:

O0< v <1, whenm< k <m+j (3.5)
Ve = O0O,whenk<mork>m+j

The assessment of impact vector elements in the degradation cases is the most

difficult part of CCF analysis. The basic methods are the use of alternative hypothesis,

specific causal model and using parametric dependence model. These methods will be
discussed in the following subsections. Irrespective of the construction method,
following general rules should be followed:

e The chances for the failure of various degree have to be assessed with respect to
the real demand condition, which may be more challenging than the periodic test
condition

e [t is generally recommended to keep to the actual available evidence.
Extrapolation to failure chances of those components, which were not affected
according to the evidence, is not recommended. Exceptions are such cases where a
clear random factor is present and could lead to the failure of the components (in
an actual demand), which by chance were unaffected (in the observed condition).

e The detection of the recorded situation may have been coincidental in contrast to
guaranteed detection at a scheduled test. The chances of a delayed detection could
have increased the criticality of component states. The hypothesis method is
mostly well suited for such a situation. For a more complicated cases a time-
dependent causal model can be used.

e The speed of the failure development can be systematic or varying among the
components. In order to get an integral picture, the pertinent history of the
components prior to the observed event should be tracked, including the
observations in adjacent tests and any similar failures close in time. These aspects
will be discussed in more detail in Sections 4.2-3.

e The component impairment values (as well as Shared Cause Factor and Time
factor) give background to the impact vector assessment. Firstly, the analyst
should check the sensibility of those values as presented in ICDE data. Secondly,
the impact vector should be coherent with the verified codes. For this aim it is
useful to derive low and high bounds to know the possible range of impact vector

10
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determined by the component impairment values, Shared Cause Factor and Time
Factor, and use that information to back up the specific assessment. The derivation
of the low and high bounds is discussed in Section 5.

Often in practical cases there can be available more information in addition to the
standard failure records, e.g. from a plant incident report or through interviewing the
system specialist, to support the proper interpretation of what happened and the
implications regarding the operability of the components. As already said, this advice
was strongly reinforced in the DG Pilot [NAFCS-PR10].

Hypothesis method'

The basic method for impact vector construction uses alternate hypotheses about the
possible status of the components at a given demand condition, taking into account
the preceding operational history and other relevant information. Table 3.1 presents
an example from the DG Pilot material.

Table 3.1  Example construction of impact vector using hypothesis method for a CCF event
in a group of four DGs using Case SF25 of DG Pilot [NAFCS-PR10]. In addition
to the evident complete failure of two DGs the chance of higher order failure is
estimated to be 20% and is divided in equal shares between triple and total
failure state.

Impact vector elements Element
Hypothesis Weight 0 1 5 3 4 sum
1. DG A and DG B would fail 0.8 1 1

in an actual demand but
the two other degraded
DGs would survive

2. In addition to DG A and 0.1 1 1
DG B one of the two other
degraded DGs would fail
in an actual demand

3. All four DGs would fail in 0.1 1 1
an actual demand
Net impact vector 0 0 0.8 0.1 0.1 1

The hypotheses constitute alternative interpretations of the event. The weights
represent analyst’s prediction or belief about the chances of the different hypotheses
to be true. The net impact vector for the event is obtained as weighted average over

Currently the term “scenario method” is used instead of the earlier common “hypothesis
method”. The “scenario” is preferred as more descriptive for practical work, being type of
engineering assessment, while the “hypothesis” carries the flavour of theoretical exercise.
However, the inbuilt subjectivity of the assessment work is not to be undermined. The
newer terminology is followed in Issue 2 of the method description [NAFCS-PR03], and
in the current application to pumps and MOVs [NAFS-PR18, -19], but not yet
implemented in the guide text.
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the hypothesis-specific impact vectors v;:

Vet = O WiV (3.6)
or equivalently for the elements
Vnet(m|n)= ZW, i(m|n)

where the weights of the N hypotheses shall fulfill the following normalization

N
ZWi =1
i=1

It is good practice to keep systematic track of all elements of the impact vector, and
element sum for verification, even though in the statistical estimation the elements of
order 0 and 1 may not be needed in certain estimation models or parametric CCF
models.

The hypotheses are usually defined in the straightforward way with a separate
hypothesis for each possible failure multiplicity. Only in special cases with specific
causal model it may be justified to lay out the hypotheses in a more developed way.
The main difficulty lies in assigning the weights for the hypotheses which has to be
based on engineering judgement. It is difficult (perhaps impossible) to create exact
rules for this. Some general advices were already presented in the begin of this
subsection, and some more are given below. The use of physical evidence as support
to impact vector construction will be discussed in Section 4.5.

As emphasized in the begin of this section, extrapolation to failure chances of those
components, which were not affected according to the evidence, is not recommended.
That would be a kind of extrapolation which is not the meaning with the hypothesis
method in the context of normal CCF event analysis for statistical estimation purpose.
Any extrapolation belongs to CCF modelling and should not be mixed with the basic
CCF event analysis. Furthermore, hypotheses with small chances to higher order
failure (very weak degradation) should be disregarded. The possible statistical
evidence is anyway so small in such cases that it is useless for an ordinary estimation
purpose but can on the other hand give a misleading picture of the pertinent
dependence level. The screening will be discussed in more detail in Section 3.6.

If the weights are based on plain engineering judgment, values less than 0.1 are not
generally recommended for serious use. Lower weights should be based on a model of
contributing factors or relative comparison with statistically inferred reference values
or probability levels.

It is quite usual that the detected failures of a CCF mechanism are distributed over

consecutive TDCs (so called time-spread CCFs). In such a situation it is advisable to
construct a joint (sum) impact vector covering the concerned TDC:s, i.e. handle the

12



NAFCS

Nordisk Arbetsgrupp for CCF studier NAFCS-PR17

impact of the CCF mechanism as a whole. This extension will be discussed in
Section 4.1.

Specific causal model

In complicated cases with several contributing factors the construction of a specific

causal model may be advisable. This approach can be especially desired in the cases
where time-dependence of the CCF mechanism is important. A practical example is
presented in [T314 TrC], which uses a state model (Markov model) to describe the

stochastic process of CCF detection and root cause elimination.

Use of parametric dependence model

In the complicated cases with incomplete knowledge about the contributing factors a
parametric CCF model can be used to support the assessment of the conditional
dependent failure probabilities for the considered CCF event [CR_ImpVe]. Compare
to the cases SF11-12 in the DG Pilot [NAFCS-PR10].

3.4 Failure free cycles

The TDCs without any failures are represented by the basic impact vector:
v = [100,..,0] (3.7)

The number of failure free cycles can be derived by subtracting the number of single
failure and multiple failure cycles from the total number of demands.

3.5 Sum impact vector

The impact vectors for all TDCs are added together to derive the sum impact vector of
the considered failure mode, see illustration in Table 3.2. For simplicity the failure
free cycles, single failure cycles and CCF cycles are presented as lumped in this kind
of summary table due to the large number of events. (The net impact vectors for each
considered CCF of the DG Pilot are presented in a separate summary table, see
[NAFCS-PR10, App.1].) For checking purpose it is recommended to add a column
for the sum of impact vector elements on each row: the overall sum should equal to
the number of TDC:s. It should be noticed that Table 3.2 presents results for the
pooled data of the DG GGGCs of size 4 at the Nordic NPPs, in total 12 groups, which
are assumed to represent a homogeneous population. The total number of TDCs is
approximated by the calculated number of test cycles, which is rounded to an integer
number.

Table 3.2  Sum impact vector result of the DG pilot study for CCCG size 4 of the
Nordic NPPs and lumped mission failure mode covering both failure to
start and failure to run. The presented result is the mean of the base
and redundant assessment results [NAFCS-PR10].

Entity Multiplicity

0 1 2 3 4 Sum
Failure-free cycles 3635 3635
Single-failure cycles 190 190
CCF cycles 594  8.81 2.81 0.27 0.16 18
Sum impact vector 3641 198.8 2.81 0.27 0.16 3843
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3.6 Screening of significant CCF cases

Because of work load it usually not worth while to include in the quantitative analysis
(impact vector construction) less significant observed cases. The relative uncertainty
is large and statistical gain small from the cases with small chance of actual multiple
failure. It is difficult to present generally applicable criteria for what is meant by these
weak degradation cases or non-significant conditional probability of multiple failure.
A meaningful criterion is bound to the specific conditions of each analysis and
amount of available event data. Following thumb rules can be used as basis for
criteria:

1) Cases with Time Factor equal to ‘Null’ should be screened out, and placed into a
separate category of ‘Recurring Failures’. Compare to Section 4.2.

2) Cases where the component impairment values are at most ‘Incipient’ should be
screened out, and placed into a separate category of ‘Latent Degradation Cases’.
Compare to Section 4.3.

3) Cases where the impairment value of only one component is ‘Degraded’, while
all other components are in ‘Incipient’ or ‘Working’ state should also be screened
out (and placed into a separate category of ‘Latent Degradation Cases’) except in
a situation of sparse statistics, when these cases can despite of uncertainty be
used to obtain some indication of the pertinent dependence.

The above types of cases are discussed in more detail in Sections 4.2-4. If the weak
degradation state has been present a longer time (several TDCs or longer), a
significant CCF risk can have been accumulated, see Section 4.4.

If there exists good amount of event data, then the screening threshold can be defined
on numerical basis, e.g. exclude cases which would add less than one percent to the

sum impact vector, considering the elements of order two or higher.

In each analysis it is important to be transparent with the applied screening criteria,
and explain the used rationale in the documentation.
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4. Advices for specific type cases

This chapter supplements the step-by-step instructions presented in the preceding
chapter by discussing specific types of complicated cases in more details.

41 Time-spread component events

In many CCF event cases the failure or degradation of components is observed at
separate time points. Especially, in staggered testing without rule-based additional test
of the remaining components given failure the observed component events often
distribute at time-separated test points. The basic advice is to consider the impact of
such CCF mechanism jointly for the consecutive test cycles, during which the
influence exists. Mostly the consideration of two test cycles is sufficient. It is
advisable to bundle the impact vectors for the considered TDCs, because this allows
more effective reasoning, e.g. the alternative hypotheses can allocate the failure
chances in different ways over the TDCs. The theoretical background is presented in
the method description [NAFCS-PRO03], while here only a practical example is
shown, see Table 4.1. The example is typical in the sense that the influence is divided
over two TDCs, and described by the sum impact vector for those two TDCs
(numbered in the table for simplicity as TDC1 and TDC2).

Table 3.1 Example of constructing impact vector using hypothesis method for a CCF event
with influence distributed in time. This is Case SF08 of DG Pilot [NAFCS-PR10].
The fuel booster pumps failed at consecutive test cycles due to systematic
maintenance error. The chance of failures to have occurred more closely in time
is regarded substantial.

Impact vector Element

Hypothesis Weight | TDC 0 1 2 3 4 sum
1. |Both components fail in TDC1 0.25 ; 1 1 1
2 |Both components fail in TDC2 0.25 ; 1 1 1
3 As detected, component fail at 05 1 1 1
separate TDC ) 2 1 1
Net Impact Vector per TDC 1 025 05 0.25 0 0 1
2 025 05 0.25 0 0 1
Sum Impact Vector over TDCs | 0.5 1 0.5 0 0 2

Average multiplicity 1

A good advice to handle more complex time-spread cases is drawing a time chart for
the component histories showing test time points, observation time points for the
degraded/failed states, maximum latent periods and time points of verified removal of
the root causes. For an example, see [T314 TrC].

4.2 Recurring component events

By recurring component events are meant cases where the observed events (of the
redundant components) have substantial time distance, i.e. the failed states or
significantly degraded states did evidently not coexist, and no random factor is clearly
present that could have synchronized the failed states with a big chance. The recurring
component events certainly carry qualitatively interesting information about possible
CCF mechanism but also indicate the efficiency of some defense feature which
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prevents stronger time synchronization. It is generally recommended to keep the
recurring component events in a separate basket, not to be contained into the essential
CCF events. As a practical rule, if the component events are separated by two or more
successful test, the case should be regarded recurring only. For consistency, Time
Factor should be set to “Null” for the cases with recurring component events. (This
option is missing from the ICDE coding guideline, because seemingly these kinds of
cases are not basically aimed to be covered at all.)

A procedure needs to be developed for handling the recurring component events, for
qualitative aims, in the coming NAFCS CCF database.

4.3 Latent degradation states

Another typical type of cases which is common is the situation where some design
inadequacy, component wear-out or shortcoming of the instructions is noticed, often
having been present some time and relevant for the whole component group. But the
problem is still identified at an early stage without any actual CCF. Often, even no
severe degradation of any single component has yet occurred. Again, these cases carry
qualitatively interesting information about possible CCF mechanism but at the same
indicate a slow development of the mechanism in comparison to tests and/or the
existence of some defense feature which prevents stronger time synchronization. Also
these “weak” CCF mechanisms should be kept separate. An attempt to assess the
contained CCEF risk is difficult and results uncertain, and the achievable statistical
gain would be marginal. As a basic rule, the threshold for statistically significant CCF
mechanism would be following (compare to the discussion of screening activity in
Section 3.6):
e At least one component is completely failed with coexistent incipient/degraded
sates of the redundant components, or
e At least two components are substantially degraded (component impairment
assessed as ‘D’) and degraded states have coexisted.

Similarly as for the recurring component events, a specific procedure needs to be
developed also how to handle the latent degradation cases, for qualitative aims, in the
coming NAFCS CCF database.

4.4 Special cases with long latent time

In certain special cases the impact of a CCF mechanism may have been present over
large number of test cycles related to non-perfect extent of periodic tests, e.g. during
the time between consecutive overhaul outages or from an overhaul outage up to a
random actual demand. In these kinds of cases already relatively weak influence to
conditional failure probability can cumulate as significant. For these cases a joint sum
impact vector shall be constructed to cover all affected TDCs.

A particular additional feature for the CCF mechanisms that can stay latent for a

longer time can be increasing degradation as the function of time. For the treatment of
such a case, see [T314_TrC].
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4.5 Connection to physical evidence

It is difficult to create exact rules for assigning values for the hypotheses used in the
impact vector construction. In fact it may be detrimental to mechanize the assessment
too far. As pointed out one substantial backup to the analyst is constituted by the low
and high bounds to be discussed in Section 5. The net impact vector should stay
within the range defined by the bounds. The rules for hypothesis weights can first of
all be viable to handle similar cases on a consistent scale of assessment.

The scale of assessment should be primarily be connected to observed physical facts,

for example in the following way in the case of DGs:

e The hypotheses concerning fire risk due to fuel leaks should have weights that
reflect the observed size of leakage, and the variation in the leakage size across
different cases

e In the cases of cooling heat exchangers degraded due to crud accumulation the
assigned weights of failure states should be connected to the measured remaining
heat transfer capacity and time needed for cleaning actions in relation to the
available time for such actions in an actual demand.

The further stage in the utilization of the physical facts beyond supporting consistent

engineering judgment over similar cases would be the creation of a specific causal
model.
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5. High and low bounds

The component impairment values represent conditional failure probability of each

individual component of CCCG, while the impact vector represents conditional

multiple failure probability. As discussed in Section 2.2, there is no one-to-one
correspondence between these two entities, especially the impact vector cannot be
uniquely calculated from the component impairment values. However, the impact
vector and component impairment values are connected by the basic laws of
probability. It is of high practical importance to notice that the component impairment
values bound the impact vector in the following way:

e The assumption that component impairment values represent mutually
independent conditional failure probability of the components leads to a low
bound of impact vector

e The assumption of maximum depence between conditional failure probability of
the components - as described by the component impairment values - leads to a
high bound of impact vector

For the time-spread events the Time Factor (and for “uncertain” CCFs the Shared
Cause Factor) can additionally be used in the calculation of the impact vector bounds
directly based on the ICDE codes, i.e. component impairment values, Time Factor and
Shared Cause Factor. For the details of the derivation procedure, see [NAFCS-PRO3].

The high and low bounds of impact vector are very useful for the analyst to know as
background to the specific assessment. This was clearly reinforced in the DG Pilot.
Staying within the impact vector bounds assures that the assessment fulfills necessary
coherence with the laws of probability. Of course, the analyst has to first confirm that
he (she) agrees with the ICDE codes (for the component impairment values, Time
Factor and Shared Cause Factor), or else to resolve the disagreement, e.g. by
contacting the plant specialist for additional clarifications. The currently used crude
scale of component impairment values and Time Factor is a drawback: in certain
cases it may be advisable to use also other numeric values than 0, 0.1, 0.5 and 1 for
these codes. A typical situation where more steps on the numeric scale are needed is
the assessment of similar cases, where certain differences exist in the chances of
actual failure and it is desired to make corresponding relative differences in the
impact vectors.
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6. QA and documentation

The DG Pilot used QA practices based on the American procedure [NUREG/CR-
6268v1]. The cornerstone is redundant assessment of the impact vectors by two

analysts. The followed practices and organization of the documentation is presented in
[NAFCS-PR10, Section 1.3 and 2.3].

The missing layer still to develop is the general audit procedure to verify the
coherence and sensibility of the assessments, and adequacy of the documentation.
Even in other respects the QA and documentation practices need to be better
formalized to assure transparency and tractability, in particular to facilitate future
updating. The connections to the ICDE frame need to be taken into account.

7. Concluding remarks

The current version of this guideline is much bound to the experiences from the DG
Pilot. The next applications of the impact vector assessment were made for the
centrifugal pumps and motor-operated valves [NAFCS-PR18, -PR19]. The procedure
developed in the course of the DG Pilot could be followed. The new applications
brought up certain insights about CCF mechanisms, but these do not have direct
implications for the procedure of impact vector assessment. It is expected, however,
that the guideline will be upgraded during the course of further practical work to
reflect the specific requests imposed by other component types.

Generic open issues requiring further consideration include procedures to handle
“weak” CCF cases such as ’recurring failures’ and ’incipient degradation states’ that
are sensible to exclude from the quantitative analysis owing to small statistical gain
versus large uncertainty and additional work, but carry useful information for the
qualitative analysis, e.g. insights about the efficiency of CCF defences.

Another area requiring further development is the QA and documentation, as well as
the linkage of the event analysis to the Nordic CCF database (including so called
C Book) that is under planning.
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Annex: Example cases

This annex contains following example cases taken from the DG Pilot:

Index Unit Year Short description Remarks

SF-02 OoL1 1983 Fuel booster pumps, Example of time-spread
broken cotter bolt, wrong event affecting two TDCs
type used

SF-08 oL2 1993 Fuel return pipes, small Example of a failure
drop leakage in one DG mechanism that causes
and spray leak in another risk in long term
DG operation

SF-25 R2 1997 Poor connection in the Basic example, impact of
generator field circuit the failure mechanism

not completely known

Compare to the DG pilot report [NAFCS-PR10]. The presented sheets are from the
base assessments.

For the definition and description of the ICDE codes and classifications, see the
general coding guideline [ICDECGO0], and the specific guide for DGs:

ICDECGO03 ICDE Coding Guidelines for Emergency Diesel Generators.
Dale Rasmuson, Wolfgang Werner, Gunnar Johanson, 13 June 1999.
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SF02: CCF Event Description and Classification

Basic description and classifications extracted from ICDE database as of 27 August

2001.

CO1 Event Identifier OL1-18729, -18242

Cco3 Failure Mode FS

G6 Group Size 4

Co4 Exposed Components 4

C05 Event Description Olkiluoto 1, plant state: power operation. Fuel booster pump
failed in periodic test, because of broken cotter bolt. Wrong
type was used in maintenance (train D, OL1.652P044, 83-05-
18). Same occurred three weeks later at the redundant DG
(train C, OL1.652P034, 83-06-12).

co7 Event Interpretation Substantial chance to have occurred more closely in time (at
that time, test interval was 2 weeks, pairwise staggered at
that time)

C09 Root Cause M Maintenance

Cc10 Coupling Factor(s) MP Maintenance procedure

C11 Shared Cause Factor High

c12 Corrective Action B Maintenance/operation practice

C14 Time Factor Medium

C13 Other

G5 Test Interval 14 days (up to May 1994)

G5-2 Test Staggering PST  Pair-wise staggered (AC-BD)

SF02: Component Events

Sub Date:Time Latent Impairment | Detection Notes

A W

B W

C 12.06.83 14 C T 652P034
D 18.05.83 14 C T 652P044

SF02: Impact Vector Construction

The events were separated by three weeks (Sub C was tested successfully once after
failure in Sub D). However, owing to the character of the failure mechanism,
substantial chance is considered for the possibility for failures to co-exist. Thus
effective Weight = 50% is used for double failure in the impact vector construction.
Compare to the procedure explained in [NAFCS-PRO03, Section 4.1].
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SF02: Net Impact Vector

Impact vector Element

Hypothesis Weight | TDC 0 1 2 3 4 sum
1. |Both components fail in TDC1 0.25 ; ] L 1
2 |Both components fail in TDC2 0.25 ; 1 1 1
3 As detected, component fail at 05 1 1 1
separate TDC ' 2 1 1
Net Impact Vector per TDC 1 025 05 0.25 0 0 1
2 025 05 0.25 0 0 1
Sum Impact Vector over TDCs 0.5 1 0.5 0 0 2

Average multiplicity 2
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SF08: CCF Event Description and Classification

Basic description and classifications extracted from [DGs-CCFA].

Co1 Event Identifier OL2-35442, -35456

Co03 Failure Mode Failure to run

G6 Group Size 4

Co4 Exposed Components 4

C05 Event Description Olkiluoto 2, plant state: power operation. Small drop leak of
fuel return line (train D, OL2.651G401, 92-01-09) and large
spray leak of fuel return line at the redundant DG one week
later (train C, OL2.651G301, 92-01-16). Both detected in test.

co7 Event Interpretation Certain risk of leak development at 651G401 and fire in case
of actual demand requiring long run (at that time, test interval
was 2 weeks, pair-wise staggered, i.e. the failed state of
651G301 and incipient state of 651G401 coexisted)

Co09 Root Cause I Internal to component, piece part

C10 Coupling Factor(s) El Environment Internal

C11 Shared Cause Factor H High

C12 Corrective Action G Fixing of component

C14 Time Factor M Medium

C13 Other

G5 Test Interval 14 days (up to May 1994)

G5-2 Test Staggering PST  Pair-wise staggered (AC-BD)

SF08: Component Events

Sub Date:Time Latent Impairment | Detection Notes

A W

B W

C 16.01.92 C TI 651G301
D 09.01.92 I TI 651G401

SF08: Impact Vector Construction

The leak of fuel oil from the injection pipes, injection nozzles and fuel return pipes
has been a generic failure mechanism at the DGs of OL1/OL2. The leaks have mostly
been very small drop leakage and also typically spread over time. Compare to CCF
event OL2-9965, -11411 in 1983 (DocIndex=SF01).

The failure mechanism shows apparent tendency of growing degradation as the
function of start cycles and operation time. The spray leak due to broken fuel return
line of aggregate 651G301 was a singular event (no recurring at the near time) in that
aggregate but the fuel return line of aggregate 651G401 was affected repeatedly at the
following time points within +/- one year:

91-01-09  Drop leak (incipient)
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92-01-09 Drop leak (incipient), in conjunction to spray leak at 651G301 one
week apart (the considered multiple event)

92-05-07 Spray leak (critical)
92-08-05 Spray leak (critical)

The fire risk in case of spray leak has to be considered significant in an actual demand
with mean load running time of about 4 hours. Thus the spray leak events are
classified as critical for the failure mode failure to run. The fire risk in case of a drop
leak is smaller but still considerable taking also into account the possibility of leak
growth during an actual load running time. Based on insights from the growth
tendency that risk is assessed to be Weight = 20%, which is then used in the
construction of impact vector by hypothesis method.

SF08: Net Impact Vector

Impact vector Element
Hypothesis Weight 0 1 2 3 4 sum
Only 651G301 would fail in load running
1. 0.8 1
demand
Both 651G301 and G401 would fail due
2. . " 0.2 1
to fuel fire in demand condition
Net impact vector 0 0.8 0.2 0 0

Average multiplicity 1.2
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SF25: CCF Event Description and Classification

Basic description and classifications extracted from ICDE database as of 27 August

2001.
Co1 Event Identifier R2-R0O-013/97-R0-014/97
C03 Failure Mode FS
G6 Group Size 4
Co4 Exposed Components 4
C05 Event Description At normal start test of the set, didn’t the generator of DG210

generate voltage thereby failing to synchronise to the
emergency diesel busbar. The diesel generator was declared
not operational at 10.26 and the other three diesels were
tested. Other failure was detected at DG220, at 11.28 the
generator tripped on high voltage.

The reactor power at detection time was 56%. The tech spec
requires a cold shut down in then two DG are out of service.
Allowable repair time fore one DG is 48 hours. However one
hour after the second fault was detected, the first failure was
found and repaired. The diesel generator (DG 210) was
tested and operational at 12.05. The second DG 220 was
declared operational 6 hours later.

DG210 An insufficient torqued screw in a connection block in
the field circuit of the generator causing poor connection. The
cubicle was changed in October 1996 after a fire.

Circumstances contributing to a failed control by the
technician is the fact that the connection block is located
lower left corner of the cubicle and the door makes the check
difficult.

DG220 The cause was an insufficient torqued screw in a
connection block in voltage measuring circuit giving to low
voltage to the voltage regulator.

DG230 An insufficient torqued screw in a connection block in
the protection circuit’'s was found during the check. No
problem was detected at the earlier test run.

DG240 An insufficient torqued screw in a connection block in
the feed circuit for the generator magnetic field was found
during the check. No problem was detected at the earlier test
run.

The last time the connecting blocks were opened was in
1994.

The blocks are mounted horizontal and opens downwards
preventing a accidental closure. In this case the plate didn'’t
fall down. Testing showed a single block needed only half
turn of the screw to open and the plate fell down. Mounted
together 4 turns needed before the plate fell the friction from
the nearby blocks holding the plate.

The use of improper tools could have misled the operator as
a wide driver give friction force against the sides of the blocks
especially if not hold at a right angle to the screw. The tools
were changed before the incident
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The components were connection blocks manufactured by
Phoenix type RTK/S-Ben, voltage 500 V and type URTK/S-
Ben, voltage 500 V.

Both affected sets were tested 14 respective 7 days before
detection at the next test.

No other of the sixteen diesel generators at the plant have
had similar problems. For other connection blocks in the unit
a test programme applied for the next outage. The procedure
for the check after maintenance work was not formalised at
the time of the event. Written procedures of checks to do and
in which cubicle was the long run corrective action.

co7 Event Interpretation Typical misses in maintenance. Even if not the same person
torqued the all blocks there is a connection in maintenance
procedures, tools and connection block design. The problem
with to wide a tool was identified and corrected. Maybe old
tools were still in use or an ordinary screwdriver was used.
One insufficient torqued connection block have survived 75
tests and the other 15 tests, when fails within 7 days.
Vibration or oxidation of contact surfaces could be a
contributing factor.

Co09 Root Cause H Human action

Cc10 Coupling Factor(s) 0] Operation procedure

C11 Shared Cause Factor H High

c12 Corrective Action F Test and maintenance policies

C14 Time Factor H High

C13 Other

G5 Test Interval 14

G5-2 Test Staggering Staggered

SF25: Component Events

Sub Date:Time Latent Impairment | Detection Notes

A 01.07.97 14 C TI 10:08:00 AM
B 01.07.97 7 C TU 11:28:00 AM
C 01.07.97 I TU

D 01.07.97 I TU
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Nordisk Arbetsgrupp for CCF studier

SF25: Impact Vector Construction

NAFCS-PR17/Annex

In addition to the evident double failure state there seems to have been substantial
chance of the other two DGs also failing in an actual demand as it is said that
vibration can be a contributing factor. The chance of higher order failure is estimated
to be 20% and is divided in equal shares between triple and total failure state.

SF25: Net Impact Vector

Impact vector Element
Hypothesis Weight 2 3 4 sum
Degraded Trains C